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Abstract

 

This report outlines the application of finite element methodology to large deformation solid 
mechanics problems, detailing also some of the key technological issues that effective finite 
element formulations must address. The presentation is organized into three major portions: first, 
a discussion of finite element discretization from the global point of view, emphasizing the 
relationship between a virtual work principle and the associated fully discrete system; second, a 
discussion of finite element technology, emphasizing the important theoretical and practical 
features associated with an individual finite element; and third, detailed description of specific 
elements that enjoy widespread use, providing some examples of the theoretical ideas already 
described. Descriptions of problem formulation in nonlinear solid mechanics, nonlinear 
continuum mechanics, and constitutive modeling are given in three companion reports.
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Introduction

 

In this chapter we explore the finite element techniques utilized in the description of large 
deformation problems in solid mechanics. Beginning with the notational framework and problem 
description discussed in Formulation of Nonlinear Problems and utilizing the nonlinear 
continuum mechanics and material modeling issues discussed in Nonlinear Continuum 
Mechanics and Table of Contents, we discuss in this chapter how discrete approximations to the 
governing nonlinear field equations are generated and solved.

The discussion will take place in three general stages. The first stage, consisting of the first five 
sections of the report, emphasizes the 

 

global formulation of the finite element method

 

 and 
treats aspects best understood by considering the discretized system in its entirety. Topics to be 
discussed in this way include a brief presentation of weak forms appropriate for large 
deformation problems, in Weak Form Revisited, a general discussion of Discretization, time 
independent and dependent problems (i.e., Quasistatics and Dynamics), and Nonlinear Equation 
Solving. These sections will emphasize the derivation of discrete system equations from the 
underlying variational principle, the form of these system equations in matrix form, and the 
iterative solution of these equations that is required for nonlinear applications.

The next stage treats 

 

element technology

 

, presenting the fundamentals necessary to formulate 
and implement the basic building block of the finite element method: the finite element. Indeed, 
the most basic advantage of the finite element method over other more classical variational 
methods is its modularity. That is to say that the method of discretization is tailored to small 
systematically generated subdomains of the problem of interest (i.e., elements) making the 
method applicable to a myriad of geometrical situations. Importantly much of finite element 
technology is sufficiently generic so that many aspects of element formulation are virtually 
unchanged from application to application. We will discuss these aspects in two sections. The 
first, Basics of Element Design, will cover the most essential features of element design 
including requirements for global convergence, shape function definition, and numerical 
integration to produce local contributions to the global equations. The second section, Advanced 
Element Design Issues, deals with concerns more specific to large deformation solid mechanics 
with the primary concern being near incompressibility of materials and the effect numerical 
treatment of such phenomena.

 The third stage of our presentation will consist of 

 

specific element examples

 

, summarizing 
some formulations that are in particularly prevalent use in computational solid mechanics. In 
Eight-Node Uniform Strain Element, we present some of the implementational details associated 
with an element widely used for the description of three-dimensional continuous media, 
particularly in explicit dynamic and matrix-free quasistatic applications. In Four-Node 
Corotational Shell, a common structural element is discussed in some detail.
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Weak Form Revisited

We begin by providing a brief review of the field equations to be considered. The problem t
solved is as shown schematically in Figure 1.7, where the finite deformation response of a 

denoted  in its reference configuration, is to be computed. Assuming that this time-depen

configuration mapping is denoted by , the following problem is to be solved for each tim

in the time interval of interest:

, (3.1)

, (3.2)

and

, (3.3)

where all notations are as discussed in Notational Framework. In particular  is the materi

acceleration expressed in spatial coordinates,  is the body force per unit (spatial) volume

 is the Cauchy stress tensor. The vector  is the Cauchy traction vector, obtained via 

where  is the outward unit normal to the spatial surface . 

The problem is also subject to initial conditions of the form

, (3.4)

and

. (3.5)

Recall that although Eqs. (3.1)-(3.3) are written in the so-called spatial configuration, we st
consider ourselves to be working in a Lagrangian framework, where all quantities are ultim

indexed to material points through the mapping  (see Lagrangian and Eulerian 

Descriptions).

A prerequisite of the finite element method is that a weak, or variational, form of the above 
equations be available for discretization. This can be obtained, following the general proce

outlined for linear problems in Weak Forms, by considering weighting functions , defined

over , which satisfy the following condition:

(3.6)

Ω
ϕ t t

∇ T f+⋅ ρa  on ϕ t Ω( )=

ϕ t ϕ t  on ϕ t Γu( )=

t t  on ϕ t Γσ( )=

a

f

T t t Tn=

n ϕ t Γσ( )

ϕ X 0,( ) ϕ0 X( ) on Ω=

t∂
∂ϕ

X 0,( ) V0 x( ) on Ω=

x ϕ t X( )=

ϕ∗

Ω

ϕ∗ 0  on Γu=
Theory Manual Finite Element Formulation - Weak Form Revisited 2
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(cf. (1.82)), where we also assume that all  are sufficiently smooth so that any desired p
derivatives can be computed. In treating large deformation problems, it is useful to conside

spatial forms of the functions , obtained by composition with the (unknown) mapping 

We denote these spatial variations in the sequel by , and note that they may be obtained

(3.7)

for any . This causes the condition

(3.8)

to be satisfied, and provided the configuration mapping  is smooth (which we assume to

the case), all required partial derivatives of  can be computed.

With these definitions in hand, the development in Weak Forms can be reproduced in the c
context to provide the following spatial representation of the variational form for large 
deformations:

Given the boundary conditions  on ,  on , the initial conditions  and 

on , and the distributed body force f  on , find  for each time  such 

that:

(3.9)

for all admissible , where  is as defined as

(3.10)

and where admissible  are related in a one-to-one manner via (3.7) to the material variati

 with the definition of W being

. (3.11)

Note that in contrast to previous development, the constitutive relation governing  is left 
unspecified: it can, in general, be subject to both geometric and material nonlinearities. The

notation  for the acceleration is to be understood as the material acceleration, as defined
(2.27) in Material and Spatial Velocity and Acceleration. 

ϕ∗

ϕ∗ ϕ t
1–

w

w x( ) ϕ∗ ϕ t
1–

x( )( )=

x ϕ t X( )∈

w 0 on ϕ t Γu( )=

ϕ t

w

t ϕ t Γσ( ) ϕ t ϕ t Γu( ) ϕ0 V0

Ω ϕ t Ω( ) ϕ t St∈ t 0 T,( )∈

ρw a vd⋅
ϕ t Ω( )
∫ w∇( ):T vd

ϕ t Ω( )
∫+

w f vd⋅
ϕ t Ω( )
∫ w t ad⋅

ϕ t Γσ( )
∫+

 
 
 

=

w St

St ϕ t ϕ t ϕ t( ) on Γu, ϕ t  is smooth={ }=

w

ϕ∗ W∈

W ϕ∗ ϕ∗ 0  on Γu, ϕ∗  is smooth={ }=

T

a

Theory Manual Finite Element Formulation - Weak Form Revisited - 3



In addition, the solution  is subject to the following conditions at :

(3.12)

and

, (3.13)

both of which must hold for all .

ϕ t 0=

ϕ∗ ϕ
t 0=

ϕ0–( ) Ωd⋅
Ω
∫ 0=

ϕ∗
t∂

∂ϕ

t 0=

V0–
 
 
 

Ωd⋅
Ω
∫ 0=

ϕ∗ W∈
Theory Manual Finite Element Formulation - Weak Form Revisited - 4
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Discretization
IntroductionGalerkin Finite Element MethodsGeneration of Matrix EquationsLocalization and Assembly

Introduction

The process of numerically approximating a continuous problem is generically called 
discretization. In the finite element method, the entity discretized is a weak form (alternative
variational equation). In the current context the variational form to be considered is that 
described in Weak Form Revisited. We now refer the reader to Figure 3.1, which gives the 
general notation to be used in description of the discretization process for the problem at h

Figure 3.1 General notation for finite element discretization of the reference 
domain.

As referred to in Figure 3.1, the reference domain  is subdivided into a number of elemen

subdomains, , where the superscript e is an index to the specific element in question, runni

between 1 and , where  is the total number of elements required for the discretizati

We assume in the figure and throughout the ensuing discussion that  is a subset of , 
the two-dimensional case readily obtained as a special case of the theory we will discuss.

Note also from Figure 3.1 that a number of nodal points are indicated by the dots. We shall
assume that all degrees of freedom in the discrete system to be proposed will be associate
these nodes. As one might also notice, these nodes may lay at corners, edges, and in inter
the elements with which they are associated. A key feature of the finite element method wi
that a specific element can be completely characterized by the coordinates and degrees of

Ωℜ 3

Ωe

              

Ω

Ωe

nel nel

Ω ℜ 3
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freedom associated with the nodes attached to it. In the following we will index the nodes w

uppercase letters A, B, C, etc., with such indices running between 1 and , the total numbe

nodal points in the problem.

Galerkin Finite Element Methods

The essence of any finite element method lies in the discretization of a weak or variational 
This discretization process involves two important approximations: approximation of a typic

member of the solution space , and approximation of the weighting space . These 

approximations are typically expressed as an expansion in terms of prescribed shape or 
interpolation functions, usually associated with specific nodal points in the mesh. Since the
number of nodal points is obviously finite, the expansion is likewise finite, giving rise to the 
concept of a finite-dimensional approximation of a space.

Roughly speaking, the idea of discretization is as follows. We know from earlier chapters th

the variational equation is enforced considering all  and  as mandated by its

definition, then the solution of the weak form is completely equivalent to that of the strong f
(i.e., the governing partial differential equation with boundary/initial conditions). This fact res

because of the arbitrary nature of the  and because of the very general definitions for 

. If we restrict our attention only to some subset of the above spaces, we now make an e
with the solution of our approximated weak form no longer being identical to the solution of
strong form. If our choice for the type of shape functions to be used is reasonable, howeve
can represent the full solution and weighting spaces with arbitrarily closeness by increasing
number of nodal points and/or the degree of polynomial approximation utilized in the 
interpolation functions. In the limit of such refinement, we should expect recovery of the ex
solution (i.e., convergence).

Let us represent the shape function associated with node A as , and assume it to be as follows

. (3.14)

Given a time, , the finite-dimensional counterpart of  will be denoted as  and is 

expressed in terms of the shape functions as

, (3.15)

nnp

St W

ϕ t St∈ ϕ ∗ W∈

ϕ∗ St

W

NA

NA:Ω ℜ→

t ϕ t ϕ t
h

ϕ t
h

NBdB t( )
B 1=

nnp

∑=
Theory Manual Finite Element Formulation - Discretization - Galerkin Finite Element Methods 6
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l 
where  is a 3-vector containing the (in general unknown) coordinates of nodal point B at 

time t . Given a prescribed set of nodal shape functions , , the finite 

dimensional solution space  is defined as the collection of all such :

. (3.16)

In other words, we require members of the discrete solution space to (approximately) satis

displacement boundary condition on . The approximation comes about because, in gen

we only force  to interpolate the nodal values of  on  with the  serving as the 

interpolation functions. We might also note that  itself is typically geometrically 

approximated by the finite element discretization, contributing also to the approximation.

This defines the discretization procedure for , at least notationally. It still remains, howev

approximate the weighting space. The (Bubnov-) Galerkin finite element method is charact

by utilizing the same shape functions to approximate  as were used to approximate . 

Accordingly, we define a member of this space, , via

, (3.17)

where the  are 3-vectors of nodal constants. We can then express the finite dimensiona

weighting space  via

. (3.18)

Analogous to the situation for , Eq. (3.18) features a discrete version of the boundary 

condition on . In other words,  consists of all functions of the form (3.17) resulting in 

satisfaction of this condition. Note that the only restriction on the  is that they result in 

satisfaction of the homogeneous boundary condition on ; they are otherwise arbitrary.

With these ideas in hand, the approximate Galerkin solution to the initial/boundary value 
problem takes the form described below.

dB t( )

NB{ } B 1 … nnp, ,=

St
h ϕ t

h

St
h ϕ t

h
NBdB t( ) ϕ t

h

B 1=

nnp

∑= ϕ t X( ) for all X Γu∈≈
 
 
 

=

Γu

ϕ t
h ϕ t Γu NB

Γu

ϕ t
h

W St

ϕ∗ h

ϕ∗ h
NAcA

A 1=

nnp

∑=

cA

W
h

W
h ϕ∗ h

NAcA ϕ∗ h

A 1=

nnp

∑= 0 for all X Γu∈=
 
 
 

=

St
h

Γu W
h

cA

Γu
Theory Manual Finite Element Formulation - Discretization - Galerkin Finite Element Methods 7
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Given the boundary conditions  on ,  on , the initial conditions  an

 on , and the distributed body force f  on , find  for each time 

 such that:

(3.19)

for all admissible , where  is as defined in (3.16) and where admissible  are rel

to the material variations  via

. (3.20)

In Eq. (3.19)  refers to the Cauchy stress field computed from the discrete mapping  

through the constitutive relations, whereas  is the discrete material acceleration.

The initial conditions are ordinarily simplified in the discrete case to simply read:

(3.21)

and

, (3.22)

both of which must hold for all nodes , where  are the reference coordina

of the node in question.

Generation of Matrix Equations

We are now in a position to summarize the discrete equations that will result from Eq. (3.19
Before doing so, let us develop one more notational necessity. We can reexpress the nodal

 and  in terms of their components via:

(3.23)

and

t ϕ t
h Γσ( ) ϕ t ϕ t

h Γu( ) ϕ0

V0 Ω ϕ t
h Ω( ) ϕ t

h
St

h∈

t 0 T,( )∈

ρw
h

a
h

vd⋅
ϕ t

h Ω( )
∫ w

h∇( ):Th
vd

ϕ t
h Ω( )
∫+

w
h

f vd⋅
ϕ t

h Ω( )
∫ w

h
t ad⋅

ϕ t
h Γσ( )
∫+=

w
h

St w
h

ϕ∗ h
W

h∈

w
h

x( ) ϕ∗ h ϕ t
h( )

1–
x( )( )=

T
h ϕ t

h

a
h

dB 0( ) ϕ0 XB( )=

ḋB 0( ) V0 XB( )=

B 1 … nnp, ,= XB

cA dB

cA c iA{ } i, 1 2 3, ,= =
Theory Manual Finite Element Formulation - Discretization - Generation of Matrix Equations 8
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Note that indices  and  are spatial indices, in general. It is useful in generating matrix 
equations to have indices referring not to nodes A and B or spatial directions i  and j , but rather 
to degree of freedom numbers in the problem. Toward this end we define for notational 
convenience the concept of an ID array that is set up as follows:

. (3.25)

In other words, the ID array takes the spatial direction index and nodal number as argumen
assigns a global degree of freedom number to the corresponding unknown. In general, the

number of degrees of freedom is , given by

. (3.26)

With this notation in hand, the equation numbers P and Q are defined as follows:

(3.27)

and

. (3.28)

We now generate the discrete equations by substitution of Eqs. (3.15) and (3.17) into (3.19
causing the variational equation to read:

, (3.29)

where we note in particular that  is a function of  through the strain-

displacement relations (nonlinear, in general) and the constitutive law (as yet unspecified a
perhaps likewise nonlinear).

Proceeding now to examine (3.29) term-by-term, the inertial term can be expanded as follo

dB djB{ } j, 1 2 3, ,= =

i j

ID i A,( ) P (global degree of freedom number)=

ndof

ndof 3 nnp×=

P ID i A,( )=

Q ID j B,( )=

ρ NA ϕ t
1–

x( )( )cA

A 1=

nnp

∑
 
 
 

NB ϕ t
1–

x( )( ) ḋ̇B t( )
B 1=

nnp

∑
 
 
 

vd⋅
ϕ t

h Ω( )
∫

 ∇ NA ϕ t
1–

x( )( ) cA⊗
A 1=

nnp

∑
 
 
 

:T
h

vd

ϕ t
h Ω( )
∫+

NA ϕ t
1–

x( )( )cA

A 1=

nnp

∑
 
 
 

f vd⋅ NA ϕ t
1–

x( )( )cA

A 1=

nnp

∑
 
 
 

t ad⋅
ϕ t

h Γσ( )
∫+

ϕ t
h Ω( )
∫=

 

T
h ϕ t

h
NBdB t( )

B 1=

nnp

∑=
Theory Manual Finite Element Formulation - Discretization - Generation of Matrix Equations 9



, (3.30)

where  is defined as follows:

. (3.31)

The second term of (3.29) can be simplified via

, (3.32)

where

. (3.33)

Finally, the last two terms of (3.29) can be treated as

, (3.34)

ρ NA ϕ t
1–

x( )( )cA

A 1=

nnp

∑
 
 
 

NB ϕ t
1–

x( )( ) ḋ̇B t( )
B 1=

nnp

∑
 
 
 

vd⋅
ϕ t

h Ω( )
∫

ρNA ϕ t
1–

x( )( )c iA NB ϕ t
1–

x( )( ) ḋ̇ iB

B 1=

nnp

∑
 
 
 

vd
 
 
 

ϕ t
h Ω( )
∫

i 1=

3

∑
A 1=

nnp

∑=

c iA ρNA ϕ t
1–

x( )( )δij NB ϕ t
1–

x( )( ) vḋ̇ jBd

ϕ t
h Ω( )
∫

j 1=

3

∑
B 1=

nnp

∑
i 1=

3

∑
A 1=

nnp

∑=

cP MPQḋ̇Q

Q 1=

ndof

∑
 
 
 

P 1=

ndof

∑=

MPQ

MPQ ρNA ϕ t
1–

x( )( )δij NB ϕ t
1–

x( )( ) vd

ϕ t
h Ω( )
∫=

∇ NA ϕ t
1–

x( )( ) cA⊗
A 1=

nnp

∑
 
 
 

:T
h

vd

ϕ t
h Ω( )
∫

NA j,
j 1=

3

∑
i 1=

3

∑ ϕ t
1–

x( )( )c iA Tij
h

A 1=

nnp

∑  
 
 
 

ϕ t
h Ω( )
∫ vd=

cPFP
int

P 1=

ndof

∑=

FP
int

NA j,
j 1=

3

∑ ϕ t
1–

x( )( )Tij
h

vd

ϕ t
h Ω( )
∫=

NA ϕ t
1–

x( )( )cA

A 1=

nnp

∑
 
 
 

f vd⋅
ϕ t

h Ω( )
∫ NA ϕ t

1–
x( )( )cA

A 1=

nnp

∑
 
 
 

t ad⋅
ϕ t

h Γσ( )
∫+ cPFP

ext

P 1=

ndof

∑=
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. (3.35)

We now define the following vectors and matrices of global variables, all with dimension of 

:

. (3.36)

The results of Eqs. (3.30)-(3.35) can now be summarized as follows:

, (3.37)

which must hold for all -vectors  that result in satisfaction of the homogeneous boun

condition imposed on  (i.e., Eq. (3.18)). 

Finally, we make the observation that not all of the members of  are unknown; for thos

nodes lying on , these degrees of freedom are prescribed. Furthermore, the correspond

entries of  at these nodes are typically taken to be zero, so that the aforementioned cond

 is obeyed. Since the remainder of the vector  is arbitrary, it must be the case that the 
elements of the bracketed term in (3.37) corresponding to unprescribed degrees of freedom

be identically zero, so that (3.37) will hold for arbitrary combinations of the . Thus we ca

write the following nonlinear equation that expresses the discrete equations of motion:

. (3.38)

Here we employ a slight abuse of notation because we have asserted in (3.36) that all vect

matrices have dimension ; and yet we only enforce Eq. (3.38) for unprescribed degree

freedom. Denoting the number of unprescribed degrees of freedom as , one can accou

this difference in practice by calculating the vector and matrix entries for all degrees of free

and then by merely disregarding the  equations corresponding to the prescribed

degrees of freedom. The members of  that are prescribed do need to be retained in it

FP
ext

NA ϕ t
1–

x( )( )f i v NA ϕ t
1–

x( )( ) t i ad⋅
ϕ t

h Γσ( )
∫+d

ϕ t
h Ω( )
∫=

ndof

c cp{ }=

d t( ) dQ t( ){ }=

F
int

d t( )( ) FP
int{ }=

F
ext

FP
ext{ }=

M MPQ[ ]=

c
T

Mḋ̇ t( ) F
int

d t( )( ) F
ext

–+[ ] 0=

ndof c

W

d t( )
Γu

c

W
h

c

cP

Mḋ̇ t( ) F
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definition, however, since they enter into both terms on the left-hand side of (3.38). It shoul

simply be remembered that only  members of  are, in fact, unknown.

Localization and Assembly

The development to this point is mostly a matter of mathematical manipulation with little ins

gained into the character of the interpolation functions, . In fact, the basic nature of thes

interpolation functions distinguishes the finite element method from other variational solutio
techniques.

The details of shape function construction will be discussed in Basics of Element Design in
context of element programming. However, it is useful to discuss now the basic character o
finite element approximation functions to give general insight into the structure of the meth

We refer then to Figure 3.2, which depicts a node, A, in  and some generic elements atta
to it. A basic starting point for the development of a finite element method is as follows: the

shape function associated with Node A, , is only nonzero in that subportion of  

encompassed by the elements associated with Node A and is zero everywhere else in .

This property of the shape functions is crucial to the modular character of the finite elemen

method. Shape functions  having this property are said to possess local support.

Figure 3.2 Local support of finite element interpolation functions. Region of 
support for  shown as shaded.

neq d t( )

NA
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NA Ω

Ω

NA

Node A
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To gain insight into the effect of this property, let us examine the expression given in Eq. (3

for an element of the mass matrix . We note in particular that the integrand of (3.31) wi

only be nonzero if both Nodes A and B share a common element in the mesh; otherwise, 

must be zero. If we fix our attention on a given Node A in the mesh, we can, therefore, con

that very few Nodes B will produce nonzero entries in . This matrix is, therefore, sparse; a

would be a tremendous waste of time to try to compute  by looping over all the possible 
combinations of node numbers and spatial indices without regard to elements and the nod
numbers attached to them.

Instead the global matrices and vectors needed in the solution of (3.38) are more typically 
computed using two important concepts: localization and assembly. Still considering the m

 as an example, we note that by the elementary properties of integration, we can write:

, (3.39)

where

. (3.40)

Thus, the global mass matrix can be computed as the sum of a number of element mass m

This fact in itself is not especially useful because each of the  is extremely sparse, even

so than . In fact, the only entries of  that will be nonzero will be those for which both 

 are degrees of freedom associated with element .

This fact can be exploited by defining another local element matrix  containing only deg

of freedom associated with that element. We introduce element degree of freedom indices 

, as indicated generically in Figure 3.3. Assuming that  and  can take on values betwe

and , where  is the number of degrees of freedom associated with the element, a

 matrix  is constructed as follows:

. (3.41)
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Figure 3.3 Element (local) degrees of freedom for a sample finite element.

The  can be specified by introducing the concept of a local node number  or , as al

shown in Figure 3.3. With these definitions we can write

, (3.42)

where a sample relationship between indices , , and  appropriate for the element at h
might be

(3.43)

(similarly for ,  and ). The notation  simply refers to the shape function associated 

local Node . By definition it is the restriction of the global interpolation function  to the 

element domain.

Calculation of local element entities, such as , turns out to be a highly modular procedu
whose form remains essentially unchanged for any element in a mesh. Detailed discussion
calculation is deferred until Basics of Element Design. Let us suppose for a moment, howe
that we have a procedure in hand for calculating this matrix. We might then propose the 

following procedure for calculating the global mass matrix  and internal force vector 

Step 1: Zero out , .

a=1 a=2

a=3a=4

p=1

p=2

p=3

p=4

p=5

p=6

p=7

p=8

mpq
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Step 2: For each element , :

• a) Prepare local data necessary for element calculations – e.g.,  ( -vector of elem

nodal coordinates),  ( -vector of element nodal configuration mappings), etc.

• b) Calculate element internal force vector  and element mass matrix

 via

(3.44)

and Eq. (3.42).

• c) Assemble the element internal force vector and element mass matrix into their globa

counterparts by performing the following calculations for all local degrees of freedom 

:

(3.45)

and

, (3.46)

where local degrees of freedom are related to global degrees of freedom via the LM arr
defined so that

(3.47)

and

. (3.48)

Step 2a) above is referred to as localization; given a particular element, , it extracts the lo
information from the global arrays necessary for element level calculations. Step 2b) consi
element level calculations; these computations will be discussed in detail in Basics of Elem
Design. Step 2c) is the process known as assembly and takes the data produced by the el
level calculations and places them in the proper locations of the global arrays.

We can thus now summarize the effect of localization and assembly in a finite element 
architecture. They act as pre- and post-processors to the element-level calculations, enabl
entities needed for global equilibrium calculations to be computed in a modular manner as 
summation of element contributions. Of course, the effectiveness of this procedure, as well
convergence behavior of the numerical method in general, depends crucially on the interpo
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functions chosen and their definitions in terms of elements. We defer this topic for now and
concentrate in the coming sections on the classes of problems and global equation-solving
strategies to be utilized.
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Quasistatics
IntroductionInternal Force VectorExternal Force VectorIncremental Load Approach

Introduction

As discussed previously in the context of Linear Elastic IBVP in The Quasistatic Approxima
the quasistatic approximation is appropriate when inertial forces are negligible compared to
internal and applied forces in a system. As discussed in Discretization, the quasistatic syst
equations is obtained by omission of the inertial term in the discrete equations of motion. T
this section we discuss solution of problems of the form:

(3.49)

subject to only one initial condition of the form

. (3.50)

Note that the time variable  may correspond to real time (e.g., if rate-dependent material 
response is considered) but need not have physical meaning for rate-independent behavio

example, it is common for  to be taken as a generic parameterization for the applied load
the system, as discussed below in Incremental Load Approach.

It could also be noted that if the initial condition were taken as the same as the reference 
configuration of the body, then

. (3.51)

Internal Force Vector

The quantity  is known as the internal force vector and consists of that set of fo
that are variationally consistent with the internal stresses in the body undergoing analysis. 
generic expression for an element in this vector is

, (3.52)

as given in Generation of Matrix Equations. This vector-valued operator is, in general, a 

nonlinear function of the unknown solution vector  due to the possible Material 

Nonlinearity and/or Geometric Nonlinearity inherent in the definition of the Cauchy stress 

F
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in (3.52). As implied by our notation, we assume the solution vector  to be smoothly 

parameterized by , which may represent time or some other loading parameter.

External Force Vector

The external load vector  must equilibrate the internal force vector, as is clear from

(3.49). As first presented in Generation of Matrix Equations, the expression for an element 

of  is as follows 

, (3.53)

where the explicit dependence of  and  upon  has been indicated and where 

, as given in (3.27). In other words, we assume that the prescribed internal fo

loadings  and prescribed surface tractions  are given functions of . 

Equation (3.53) as written implies no dependence of either  or  upon  (and thus

Provided no such dependence exists, the external force vector is completely parameterized

and the sole dependence of the equilibrium equations upon  occurs through . Howe
is important to realize that some important loading cases are precluded by this assumption
perhaps the most important being the case of pressure loading, where the direction of app
traction is opposite to the outward surface normal, which in large deformation problems de

upon . Such a load is sometimes called a follower force and will, in general, contribu

additional nonlinearity to the problem. Such complications are readily handled but are not 
encompassed by our current notational framework for the sake of simplicity.

Incremental Load Approach

We may now summarize the global solution strategy most commonly applied to quasistatic

nonlinear solid mechanics applications. We assume that we are interested in the solution 

over some interval of interest for :

. (3.54)
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We subdivide this interval of interest into a set of subintervals via

, (3.55)

where  is an index on the time steps or intervals, and  is the total number of such increm

We assume that  and that , but we do not, in general, assume that all time 

intervals  have the same width.

With this notation in hand, the incremental load approach attempts to solve the following 

problem successively in each time interval :

Given the solution  corresponding to time level , find  corresponding to 

satisfying:

. (3.56)

This governing equation is also often expressed by introducing the concept of a residual ve

:

. (3.57)

Solution of (3.56), therefore, amounts to finding the root of the equation

. (3.58)

The physical meaning of this approach is depicted graphically in Figure 3.4. Starting with a

initial equilibrium state at , so that , we introduce a prescribed load incremen

 and attempt to find that displacement increment, 

that will restore equilibrium (i.e., result in satisfaction of (3.58)). This will require a nonlinea

equation solving technique for determination of , a topic that will be discussed further

Nonlinear Equation Solving.
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Figure 3.4 Simple illustration of the incremental load approach to quasistatic 
problems.
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Dynamics
IntroductionThe Semidiscrete ApproachTime-Stepping ProceduresExplicit Finite Element MethodsImplicit Finite Element Methods

Introduction

We now restore the inertial terms to the discrete equation system and examine prospective
techniques for solution. To recap the key result of Generation of Matrix Equations, the prob
we consider now takes the form

, (3.59)

to be solved for , subject to the initial conditions

(3.60)

and

. (3.61)

The Semidiscrete Approach

It might be noted from Eq. (3.59) that time remains continuous in our formulation at this po
whereas the spatial discretization has already been achieved by the finite element interpola
summarized in Discretization. This type of finite element approach to transient problems is
sometimes referred to as the semidiscrete finite element method, since the approximation 
space is performed first, leaving a set of equations discrete in space but still continuous in 
To complete the approximation, a finite differencing procedure is generally applied in time, 
discussed below.

Time-Stepping Procedures

As discussed in Quasistatics, we subdivide the time interval of interest  via

(3.62)

and consider the following generic problem. Given algorithmic approximations for the solut

vector ( ), velocity ( ), and acceleration ( ) at time , find approximations , 

and  for these quantities at time . Note that in contrast to the quasistatic problem

variable  here does have the interpretation of actual time.
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int
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Several time-stepping algorithms have been proposed for this incremental problem we hav
posed. So that we might have a template with which to work, we will consider perhaps the 
pervasive of these schemes: the Newmark family of temporal integrators ([Newmark, N.M.,

1959]). This algorithm can be summarized in a time step  as follows:

, (3.63)

where  and  are algorithmic parameters that define the stability and accuracy characteri
the method.

Although, obviously, a wide range of algorithms exist corresponding to the different availab

choices of  and , two algorithms in particular are prevalent in common use:

1. Central differences ( , ). This integrator is second order accurate and only 

conditionally stable, meaning that linearized stability is only retained when  is less th
some critical value. This algorithm is an example of an explicit finite element integrator, 
discussed in Explicit Finite Element Methods.

2. Trapezoidal rule ( , ). This integrator is second-order accurate and 

unconditionally stable for linear problems, meaning that the spectral radii of the integrat

remain less than 1 in modulus for any time step  (in linear problems). This algorithm 
example of an implicit finite element integrator, to be discussed in Implicit Finite Elemen
Methods.

Explicit Finite Element Methods

Examining the central differences algorithm as an example, let us take ,  and 

substitute into Eq. (3.63). Upon doing so, we obtain the following algorithm:

, (3.64)
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where the first equation has been written as solved for .

Equation (3.64) can be used to explain why this formulation is termed explicit. Consider the

where  is a diagonal matrix. This is not, in general, the case if we strictly follow the variati

formulation; reference to Eq. (3.31) will verify that unless two shape functions  and  a

mutually orthogonal, the mass matrix will not, in general, be diagonal. However, it is comm
practice, as will be discussed in Basics of Element Design, to diagonalize the mass matrix.

event that this is done, Eq. (3.64) shows that given the three vectors , the data

,  can be computed explicitly (i.e., without the need for solution o

coupled equations).

Although this form of the central difference formulation is readily obtained from the Newma
formulae, it does not give insight into the source of the “central difference” terminology and
fact, does not represent the manner in which the integrator is ordinarily implemented. To se
usual form, let us define the following auxiliary algorithmic velocity vector:

, (3.65)

which also implies a corresponding relation for the previous time step:

. (3.66)

Subtracting Eq. (3.66) from (3.65) gives

. (3.67)

However, evaluation of (3.64) during the time step  reveals that

, (3.68)

so that upon substitution into (3.67) we find

. (3.69)

Furthermore, substitution of (3.65) into the second equation of (3.64) gives

. (3.70)
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Thus by collecting these latest two results, together with the equilibrium equation evaluated

, we can reexpress the algorithm completely equivalently as

. (3.71)

Note that the velocity and displacement updates emanate from centered difference 

approximations to the acceleration  and velocity , respectively, giving the algorithm

name. The velocity measures that are utilized by the algorithm are shifted by a half step fro
time values at which the acceleration and configuration are monitored.

As mentioned above, explicit finite element schemes are only conditionally stable, meaning

they only remain stable when the time increment  is less than some critical limit. This lim
sometimes called the Courant stability limit, can be shown to be as follows

, (3.72)

where  is the highest modal natural frequency in the mesh. It can also be shown that this
frequency can be conservatively estimated via

, (3.73)

where  and  are the sound speed and characteristic mesh size, respectively, associated
the element in the mesh having the largest ratio of these two quantities. Combining Eqs. (3
and (3.73) we find that

. (3.74)

In other words, the time step may be no larger than the amount of time required for a sound
to traverse the element in the mesh having the smallest transit time. This fact tells us imme
that explicit finite element methods are most appropriate for those problems featuring very 
frequency response or wave-like phenomena. For problems featuring low frequency respon
literally thousands of time steps may be required to resolve even a single period of vibratio
to the stringent stability limit posed by (3.74). For such problems an unconditionally stable 
algorithm is highly desirable, albeit at the cost of explicit updates in each increment.
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Implicit Finite Element Methods

To introduce the concept of an implicit finite element method, we examine the trapezoidal r

which is simply that member of the Newmark family obtained by setting  and .

Substitution of these values into Eq. (3.63) yields

. (3.75)

Insight into this method can be obtained by combining the first two equations in (3.75) and 

solving for . Doing so gives

. (3.76)

Clearly solving the first equation in (3.76) is the most expensive procedure involved in upda

the solution from  to . This equation is not only fully coupled, but also is  highly 

nonlinear, in general, due to the internal force vector. In fact, we could write the first equatio

(3.76) in terms of a dynamic incremental residual  via

. (3.77)

This system has the same form as (3.57), which suggests that the same sort of nonlinear s
strategies are needed for implicit dynamic calculations as in Quasistatics. Some common 
equation-solving alternatives are discussed in Nonlinear Equation Solving.

β 1
4
---= γ 1

2
---=

Man 1+ F
int

dn 1+( )+ F
ext

t n 1+( )=

dn 1+ dn ∆t v n
∆t

2

4
---------- an an 1++[ ]+ +=

v n 1+ v n
∆t
2

------- an an 1++[ ]+=

dn 1+

4

∆t
2

----------Mdn 1+

 F
int

dn 1+( )+

F
ext

t n 1+( )

 M an ∆t v n
4

∆t
2

----------dn+ + 
 +

=

an 1+
4

∆t
2

---------- dn 1+ dn–( ) 4
∆t
-------– v n an– 

 =

v n 1+ v n
∆t
2

------- an an 1++[ ]+=

t n t n 1+

Rn 1+

R dn 1+( )

F
ext

t n 1+( ) M an ∆t v n
4

∆t
2

----------dn+ + 
 +

4

∆t
2

----------Mdn 1+ F
int

dn 1+( )+ 
 –

=

0=
Theory Manual Finite Element Formulation - Dynamics - Implicit Finite Element Methods 25



te 

of a 

r 

 
hson 

e 

mic 
Nonlinear Equation Solving
IntroductionNewton Raphson FrameworkLine SearchQuasi-Newton MethodsConjugate Gradient MethodsPreconditioning

Introduction

In this section we explore some of the alternatives available for solving the nonlinear discre

equations associated with computation of an unknown state at , in either the context 

quasistatic problem (i.e., Eq. (3.57)) or an implicit dynamic formulation (Eq. (3.77)). In eithe
case, the equation to be solved takes the form

, (3.78)

where the residual  is considered to be a nonlinear function of the solution vector 

.

Newton Raphson Framework

We now return to the general concept of a Newton-Raphson iterative solution technique, as
discussed in the one-dimensional context in Material Nonlinearity. To review, a Newton-Rap

solution technique for (3.78) is defined in iteration  by

, (3.79)

followed by the update

. (3.80)

Iterations on  typically continue until the Euclidean norm  is less than some 

tolerance;  is smaller than some tolerance, the quantity  is small, or som

combination of these three conditions.

It is instructive to examine the form taken by Eq. (3.79) for the quasistatic and implicit dyna

cases. For the quasistatic case  takes the form

, (3.81)

so that Eq. (3.79) can be rewritten as

, (3.82)
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where the incremental stiffness matrix  is given by

. (3.83)

Thus application of the Newton-Raphson method to quasistatic problems amounts to solut
successive linear problems, as defined by (3.82). 

In the implicit dynamics case, let us consider the trapezoidal rule as a template. In this cas
residual is of the form

. (3.84)

This causes (3.81) to take the form

, (3.85)

where the stiffness matrix  is as given in (3.83). In either case solution of the globa

incremental equations will require the assembly of the coefficient matrix on the left-hand si
Following the same assembly procedures outlined in Localization and Assembly, this matri

given as an assembly of element stiffness matrices , each of which can be expre

generally as

, (3.86)

where

, (3.87)

where  is as given in Eq. (3.44).

We can, therefore, conclude that for a Newton-Raphson treatment of either a quasistatic or
implicit dynamic system, an important function of the element subroutine is to return an ele
stiffness in addition to the internal force vector and mass matrix that may also be required.
will discuss in detail the mechanics of this operation in Basics of Element Design.
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 form:
Line Search

It is noteworthy that the Newton-Raphson method is only guaranteed to be convergent in a
asymptotic sense, subject also to some smoothness and differentiability conditions. This m
that solution updates may not be effective if one is excessively far from the solution or if 
significant nonsmoothnesses are present in the equation system. Indeed, in many problem
early displacement updates in a given load increment given by (3.82) or (3.85) may actuall
counterproductive in that they take one farther from the solution rather than closer. It is, 
therefore, imperative to have a technique that controls the manner in which the solution is s
such that bad displacement updates, as predicted by the linearized kernel, are not allowed
carry one too far from the desired solution.

The concept of line search, pervasive in nonlinear equation solving, is employed for this pu
To motivate the concept, we consider the case of a so-called quadratic system, where the 

system energy can be expressed as a quadratic function of the solution vector  via

, (3.88)

where for simplicity we assume  and  to be constant. We seek the minimizer of 
which, of course, can be equivalently expressed as the solution of

. (3.89)

In fact, this problem statement is a finite-dimensional analogue of that discussed in Weak F
where it was asserted that the linearly elastic boundary problem can be solved by finding th
displacement field, minimizing the total potential energy of the system. We could, therefore
think of the problem we have posed as a finite element discretization of such a system. Alth
the system we consider here is quasistatic, the technique we motivate is utilized for solutio
nonlinear dynamic systems as well.

Neglecting the fact that this problem could be solved via Gaussian elimination, we conside

generic iterative procedure for solving it.Suppose we have a current iterate  as well as a

proposed displacement increment . In a Newton-Raphson method  would be compu
a given iteration by solving (3.82), which would produce the exact solution (to machine 

precision) after the displacement update (3.80). If  is not such a good choice for the 
displacement increment, however, we would like a method for detecting this fact and for 

controlling growth in the residual. In this discussion we take  as a search direction in 

space and look for solutions in this direction reducing (or at least controlling growth in) the 
residual.

Given  and , then, we introduce a search parameter  and consider an update of the
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. (3.90)

The line search parameter is chosen such that the update produced by (3.90) is in some se

optimal. In this spirit we choose  as the minimizer of:

, (3.91)

which can be found by finding the solution of . If we assume that  is symmet

positive definite, one finds in taking this derivative that  is given as the solution of

. (3.92)

Two forms of this equation are useful under various circumstances. First, in the linear syste

now consider, (3.92) is readily solved to explicitly yield :

, (3.93)

where . This form of the line search is actually used in some implementati
but depends, strictly speaking, on linearity to be effective. Thus a more generally used form
generated by reexpressing (3.92) as the following problem:

Find  such that

. (3.94)

In (3.94),  in the linear case. The advantage of Eq. (3.9
however, is that it admits more general representations of the residual; for a nonlinear quas

problem, we can use (3.94) with  given by

. (3.95)

Similar generalizations for the dynamic case are, of course, also possible with the dynamic
residual given for the trapezoidal rule in (3.84).

From (3.95) we conclude that a line search procedure looks for updated iterates where the
direction is orthogonal to the residual. This is equivalent to an energy minimization in the lin
case, whereas the interpretation in the nonlinear case is not quite so straightforward. 
Furthermore, in the nonlinear case it is not efficient or even necessary to find the root of (3
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machine precision. More commonly one uses some sort of root finder to find an  between
1 that satisfies (3.94) to some tolerance. Making the definition

, (3.96)

a typical algorithm to find  could be outlined as:

Given  and 

• IF ( ) THEN

(3.97)

• ELSE

. (3.98)

• ENDIF

The check in the IF statement amounts to checking whether a full step (with ) leads 

unreasonably large increase in  and whether a root might reasonably be expected in the 

.

Quasi-Newton Methods

One can establish that Newton-Raphson iteration is quadratically convergent asymptoticall
meaning that the error associated with a given iteration tends to the square of the previous
iteration’s error as iterations proceed. One can, in fact, roughly see the reason for this fact 
Eq. (1.21), which states that the Newton-Raphson update is motivated by a first order Taylo
series expansion of the residual about the current solution vector iterate. We might, therefo
expect that the error incurred from this approximate update should tend toward the square
displacement update as iterations proceed, which is, indeed, the case. A much more rigoro
derivation of this property can be found in [Kelley, C.T., 1995]. This quadratically convergen
behavior is a highly desirable property and makes the Newton-Raphson method much mor
rapidly convergent than many other equation-solving alternatives.

However, it is also true to say that a full Newton-Raphson method can be tremendously 
expensive due to the necessity of solving the successive fully coupled linear systems impli
(3.82) and (3.85). If we choose to use a direct equation-solving technique for solving these
systems, such as Gaussian elimination, the cost of solving each linearized problem will var

the cube of the number of equations . For very large problems this cost can become 

prohibitive.

In response to this situation, a number of methods, known collectively as quasi-Newton 
(alternatively, secant) methods, have been developed. These methods replace most of the

s
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Newton-Raphson iterations with a cheaper update to the solution vector, sacrificing conver
performance but making the average equilibrium iteration much less expensive. The intere
reader should consult [Dennis, J.E. and Schnabel, R.B., 1996] or [Kelley, C.T., 1995] for 
excellent overviews of these methods from a generic, nonlinear equation-solving viewpoint

Before discussing specific quasi-Newton methods, let us motivate them through considerat
the term “secant method”. Suppose we have a scalar-valued, nonlinear equation

(3.99)

and wish to employ an iterative method to obtain the root. If we are currently performing 

iteration  and wish to obtain the next iterate , a secant method will do this by replaci

the tangent to the curve, , with the secant  in the 

Newton-Raphson updating scheme (see Figure 3.5). Thus, the next iterate is obtained via

. (3.100)

Figure 3.5 One-dimensional illustration of quasi-Newton (secant) iteration.

In generalizing this concept to multiple directions, we seek to approximate so-called consis
tangents needed by Newton-Raphson updates (see (3.83)) with stiffnesses that will be che
compute and invert. In a secant method, using the one-dimensional example as motivation
demand that these approximate tangents obey the so-called quasi-Newton equation:

, (3.101)

or in terms of the inverse:

. (3.102)

In the one-dimensional case either expression implies uniquely the secant method already
discussed but with multiple unknowns, expressions (3.101) or (3.102) place a less stringen
restriction. There are, therefore, a multitude of such methods, collectively termed quasi-Ne
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or secant methods, whose defining feature is the satisfaction of (3.101) and (3.102). Here w
concentrate on one particular method, the BFGS (Broyden-Fletcher-Goldfarb-Shanno) met
proposed originally and most coherently for specific use in finite element calculations by 
[Matthies, H. and Strang, G., 1979]. 

In the BFGS method, one typically starts with an assembled Newton-Raphson tangent give
example, by (3.87). One performs one iteration with this tangent (probably including a line 
search). Rather than repeating this procedure for subsequent iterations, the BFGS method
the tangent from the Newton-Raphson iteration and updates it in a manner consistent with 
(3.102) and uses this tangent to compute the next iterate for the solution (also probably inc
a line search in the update).

The BFGS method is effective in many circumstances because the update to the tangent m
inexpensive and is actually done to a previously determined inverse so that no matrix inver
necessary in most equilibrium iterations. To be more specific, we suppose that the last tang

utilized in an iteration process is . The BFGS update is defined as

, (3.103)

where

, (3.104)

, (3.105)

where

. (3.106)

Throughout the above equations we have indexed the search directions and line search 
parameters such that

. (3.107)

The next search direction  is then computed via

. (3.108)

One may discern from (3.108) why a BFGS iteration is so much cheaper than a Newton-Ra

iteration. Keeping in mind that  is typically stored in practice as a factorized stiffness 
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matrix, one can compute  efficiently by proceeding right to left in the second line of (3.1

Thinking in this manner, the update consists only of dot products, scalar vector multiplies, a
backsolve procedure.

The BFGS method is, like other quasi-Newton methods, superlinear in convergence rate, 
meaning that the error decreases in a manner faster than linear but not as fast as the quad
displayed by Newton-Raphson. Thus it is most effectively used in large problems, where th
disadvantage in convergence behavior is offset by its great savings in the iteration process
should also be noted that the success of BFGS depends critically upon the incorporation o
search. Since the iterations are based less directly on the underlying mechanics of the sys
than they would be in Newton-Raphson, it is particularly important that the line search prev
excessive excursions away from the solution in the case of bad search directions. Typically
BFGS solvers also contain provisions to compute new Newton-Raphson tangents to restar
iteration process in the event the BFGS iterations are ineffective.

Conjugate Gradient Methods

The desire to solve very large problems has recently led researchers to consider so-called 
iterative, or matrix-free strategies, where the set of nonlinear equations is iteratively solved
without any need to compute, store, or invert a tangent matrix at any stage of the iteration 
process. Perhaps the most celebrated iterative technique for solving linear equations in the
two to three decades has been the conjugate gradient method. In this section we briefly co
its extension to matrix-free, nonlinear equation solving. To do so, however, it is useful to 
examine the linear case first, from which the nonlinear algorithms are readily derived.

We begin then by considering the same linear system and potential energy function  give
(3.88) and consider that this potential energy is to be minimized. We note that at any prosp

solution point , the steepest descent direction of the objective function  is given by the 
negative of the gradient:

. (3.109)

In other words, the steepest descent direction at any prospective solution  is merely given

the residual . One of the most elementary methods from nonlinear equation solving/
optimization, the steepest descent method, utilizes at each iteration the current steepest de
direction as the search direction, with a subsequent line search defining the update to the s
vector. This method, while intuitive, is not as effective as other alternatives including, in 
particular, the conjugate gradient strategy we now discuss.

The difficulty with steepest descent is that in many cases, successive search directions “zig
meaning that a given search direction will contain significant components in the direction o
previous steps. It is readily imagined that such repetition is wasteful, since presumably the

∆d i
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d Π
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earlier iterations have already eliminated, or at least markedly reduced, the error in their 
respective search directions.

This discussion is made more quantitative by recalling the formula for a generic line search
(3.94). In the case of a linear problem, this condition takes the form

. (3.110)

In (3.110) the term  is recognized as the error associated with the next itera

. Thus we can see from (3.110) that the line search criterion causes the error ass
with the next iterate for the solution vector to be K-orthogonal to the search direction. Thus if w
consider the solution space to be described by a sequence of vector spaces of increasing 

dimension, where search directions form the basis and the stiffness matrix  serves as a m
then each iteration with line search removes all error in that direction. It is, therefore, waste
have subsequent search directions that have non-zero components in previous directions. T
of the conjugate gradient method is to orthogonalize this direction as iterations proceed.

To begin derivation of the method, let us use the notations  for a search direction and  f

line search parameter, as opposed to the  and  used previously (in large part to confo
usage in the literature). The restriction we will place on the search directions is that they wi
K-orthogonal:

, (3.111)

where  and  are indices for two different iterations. In each iteration a line search will be
performed eliminating all error in the current search direction via

, (3.112)

where  is given by (cf. (3.93)):

. (3.113)

Since the method operates by eliminating all error in each successive search direction, wh

orthogonal to all previous directions, this method will yield the exact solution in  iteratio

in perfect arithmetic. In this sense conjugate gradients can be viewed as a direct method, 
although in practice iterations are terminated far before this point, making the method 
approximate.
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Yet to be discussed is the generation of the orthogonal search directions. This is done by 
applying a Gram-Schmidt orthogonalization procedure to a set of linearly independent vect
taken in the case of conjugate gradients as residual vectors. The process is begun by takin
original search direction as the residual, which would be the same direction taken by steep
descent:

. (3.114)

Subsequent search directions are defined via

, (3.115)

where the coefficients  must be found to ensure K-orthogonality of  with previous search 

directions. This calculation can be done by taking the K-inner product of (3.115) with :

. (3.116)

Eq. (3.116) then allows us to write a formula for 

. (3.117)

At first glance it would appear that to find search direction , all  would need to be 

calculated for . However, we can apply further reasoning to see that, in fact, only one 
coefficients required by (3.115) is nonzero. To begin, since the error in a given iteration is K
orthogonal to earlier search directions, we can write

, (3.118)

where . Since , it follows that

. (3.119)

We can further conclude that since the search direction in a given iteration is a linear 
combination of all the residuals that preceded it,
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We can write the residual at the  iteration as

. (3.121)

Taking the inner product of this equation with , we find

. (3.122)

Using now the orthogonality property (3.120), we find

. (3.123)

Thus examining (3.115) and (3.117), we find that only one of the needed coefficients is non

– namely, . Naming this quantity  subsequently we can rewrite (3.115) as

, (3.124)

where

. (3.125)

Eq (3.125) can be written even more simply by noting that

. (3.126)

Thus,

. (3.127)
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Eq. (3.127) is the Fletcher-Reeves version of the orthogonalization [Fletcher, R. and Reeve
C.M., 1964]. Another commonly used form, due to Polak and Ribiere, is trivially obtained fr
the orthogonality property as

. (3.128)

Collecting all of these results, the conjugate gradient algorithm for linear problems can be 
summarized as

. (3.129)

With our derivation of the linear conjugate gradient method now complete, we return to the
actual problem of interest here, which is nonlinear conjugate gradients. At this point we sho
distinguish between two alternatives. One could still adopt a Newton-Raphson nonlinear 
equation-solving strategy and employ a conjugate gradient-type algorithm to solve the linea
system of equations. This type of algorithm is sometimes termed a Newton-iterative metho
[Kelley, C.T., 1995]). One should note, however, that use of this method still requires forma
of the stiffness matrix, so that even if equation-solving savings are realized by using CG ov
direct solver, the memory requirements of the method will tend to be extensive. Also if 
determination of the global Jacobian matrix is difficult, expensive, or impossible, then this 
method will be limited just as its more traditional ancestors are.

Thus one is led to consider the possibility of using conjugate gradient iterations themselves
nonlinear solution iterates. The algorithms of this type commonly used look remarkably like
linear algorithm summarized by (3.129). We summarize here perhaps the most successful 

these, termed the Polak-Ribiere algorithm after the form of , used in the (now approximat
orthogonalization:
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Really only one difference from the linear algorithm is obvious. The line search in (3.130) m
now be given by an expression appropriate for nonlinear problems. Although several altern
might be devised, one of the simplest (attributed to [Bartels, R. and Daniel, J.W., 1973]) is 

generated by considering only the first Newton-Raphson iterate (with initial guess )

the line search equation

, (3.131)

which would lead one to consider

, (3.132)

where  is in practice a diagonalized estimate of the tangent (perhaps a secant) evaluated
last iteration.

Preconditioning

It is widely recognized that conjugate gradient methods are best behaved when the conditi
number of the underlying stiffness matrix is small (i.e., when the eigenvalues are clustered
together). Due to this fact conjugate gradient algorithms are almost never applied without 
preconditioning, a term referring to the act of converting an equation system to one having 
same solution while possessing a tighter clustering of eigenvalues.

Thinking somewhat simplistically about this idea, we might conceive that the ultimate in a w
conditioned coefficient matrix would be the identity matrix, which has all eigenvalues equal
one. Relying once more on a linear system to motivate our ideas, let us consider that our g
linear system

(3.133)
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is ill-conditioned and that we wish to employ a well-behaved CG algorithm to solve it. If we 

devise a matrix, , that we feel to be a good approximation to the inverse of , we might c
to iteratively solve the equation

, (3.134)

since the matrix  should have a tight cluster of eigenvalues about one (if  is, indeed, a

approximation of ).

However, CG is only applicable to symmetric systems, and  is not necessarily symmetri

the  we select is symmetric positive-definite, we can find a matrix, , such that

(3.135)

and consider solution of the system

, (3.136)

where . It is to be noted that this system also will be satisfied by the solution of 
(3.133), while remaining symmetric and positive-definite. If we straightforwardly apply the 
linear CG algorithm (3.129) to (3.135), assuming the Polak-Ribiere form, we obtain

. (3.137)

Algorithm (3.137) can be written in a form not explicitly involving the matrix  or the 

supplementary vectors , , and  by noting that , , a

by taking . We therefore write the Preconditioned Conjugate Gradient algorithm

linear systems as:
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Finally, we are in a position to discuss a preconditioned matrix-free conjugate gradient stru
for a fully nonlinear system. We might summarize such an algorithm as

. (3.139)

Following the lead of the last section, one alternative for the line search would be the first 

iteration for a Newton-Raphson strategy to find :

. (3.140)

To conclude, it should be remarked that the simplest choice for preconditioning, Jacobi 

preconditioning, is accomplished when the matrix  is chosen as diagonal. One choice mig

to take  to be the inverse of the diagonal of the stiffness matrix.
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Basics of Element Design
IntroductionConvergenceParameterizationShape FunctionsQuadratureLocal Arrays

Introduction

In this section we explore the basic issues associated with the design of finite elements, wh
the building blocks of the methods we have discussed. In particular we will discuss how 
definitions and manipulations are done at the local level to produce the elemental quantitie

, , and  that are needed for assembly of the global equations of motion. We 

concentrate in this section on one field problems (i.e., where only the deformation mapping

discretized). It will turn out that many nonlinear solid mechanics applications of interest, 
including nearly incompressible elasticity and metal plasticity, require more sophisticated 
approximations in which other variables (like pressure) must be explicitly included in the 
formulation. Discussion of such advanced methods is deferred to Advanced Element Desig
Issues.

Convergence

Before introducing in detail the manipulations necessary at the element level, it is worthwhi
discuss in general terms the general requirements usually placed upon shape function defi
It should be noted that these conditions are sufficient but not necessary, so that many 
formulations exist that violate one or more of them. However, it is also fair to say that most 
elements in wide use satisfy the conditions we will now place. The discussion we give now
brief and rather qualitative; the interested reader should consult [Hughes, T.J.R., 1987] or 
[Strang, G. and Fix, G.J., 1973] for more technical discussions of these points (notably with
context of linear problems).

We begin by defining , which will denote the highest order of shape function spatial deriva
present in the expression for the stiffness matrix. For the class of problems we have consid
this text, we recall from Newton Raphson Framework that the element stiffness matrix take
form 

. (3.141)

The internal force vector required in (3.141) was given generically in Localization and Asse
as
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int e
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. (3.142)

Performing the differentiation indicated in (3.141) will produce no higher than first-order 

derivatives of the shape functions; therefore, .

The three general convergence requirements we wish to mention are as follows.

• The global shape functions  should have global continuity of the order . In 

mathematical terms they should be  on .

• The restriction of the global shape functions to individual elements (i.e., the ) shou

 on element interiors.

• The elemental shape functions  should be complete.

The first two of these requirements are fairly simple to understand. The first, the  cont

requirement, simply means that all derivatives up to  of the shape functions should no

undergo jumps as element boundaries are crossed. In the current case this means that all 

should be . Since the approximation to the configuration mapping  is a linear combin
of these shape functions, we see that the physical restriction placed by this condition amou
no more than a requirement that the displacement be single-valued throughout the domain
gaps and interpenetrations at element boundaries may not occur).

The second requirement on element interiors simply states that the shape functions should
sufficiently smooth so that the element stiffness expression is integrable. Physically speaki
first derivatives of the configuration mapping produces strain measures, so we simply requi
the strains be well-behaved on element interiors by this restriction. Note that global smooth
of the strains (and, therefore, stresses) is not required. This point is of some importance in
reporting of results.

The third requirement, the completeness requirement, is somewhat more involved to expla
yet corresponds fairly directly to physical ideas. We say that a given element is complete w
setting the element degrees of freedom according to a given low-order polynomial forces th

solution (in this case ) to be interpolated according to the same polynomial pointwise wi

the element. The degree of polynomials for which we place this requirement is referred to a
degree of completeness for the element.

In the current case where we deal with solid continua, the usual degree of completeness 
demanded is 1. This means that all polynomials, up to and including order 1, should be exa
interpolated by the element. It is worthwhile to consider an example of this point. Suppose 
are in three dimensions, and set the element degrees of freedom via

f
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where  are arbitrary constants and  are the (reference) coordinates for loc

node number . The completeness condition requires that

(3.144)

hold for all  and for all values of the arbitrary constants.

As mentioned above, this requirement has a physical interpretation as well. In solid mecha
we have already pointed out that the first spatial derivatives of the displacements produce s
Since we require that an element be able to reproduce arbitrary linear polynomials, this als
implies that any state where the first derivatives (i.e., strains) are constant should be exactl
representable. Thus a complete element should be able to exactly represent any uniform s
state. A practical way to test for this condition is to impose a boundary value problem on an
arbitrary patch of elements having a constant strain (and thus stress) solution and then to d
exactness of the numerical solution. Such a test is called a “patch test” and has become on
standard benchmarks by which any new proposed element formulation is tested and evalu

Parameterization

With the three criteria in hand for element definitions, we proceed to define a recipe throug
which element definitions and manipulations can be systematically performed. The most ba
definition to be made toward this end is the concept of the local (or parent) parameterizatio
an element. In effect we seek to define a local coordinate system that will be the same for 
element in a problem, contributing in great part to the modularity we will desire for element 
operations.

We will denote a vector of these local variables by , with  being a 2-vector in two dimen

and a 3-vector in three dimensions. Specifically we define  as

. (3.145)
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The local variables , , and  are all assumed to range between -1 and 1, so that the do

definition is likewise standardized among all elements in a given problem. The domain of 
often referred to as the parent domain. In two dimensions it is a biunit square, and in three
dimensions it is a biunit cube (see Figure 3.6).

Figure 3.6 Local parameterizations and coordinate mappings in two and three 
dimensions.

Of course, for this alternative element coordinate system to be of any use, its relationship w
the global coordinate system must be defined. This is accomplished through a shape funct
expansion via

, (3.146)

where  is the global (reference) coordinate mapping covering element  and where  

the element nodal (reference) coordinates, as before. Note also that in (3.146) the shape fu
have been written using the parent coordinates as the independent variables. This is the re

for the superposed tilde on the shape function. One could think of  as an material point la

within the element, so that  and  are two reference coordinate systems for the elemen
are related according to (3.146).

The most important generic class of finite elements is comprised of so-called isoparametric
elements. Such elements are defined by utilizing the same shape functions for definition of

 (see Eq. (3.144)) as for the element coordinates  (as in (3.146)). One can show 
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the reader should) that providing all element shape functions sum to one at any point in the
element, an isoparametric element automatically satisfies the completeness condition outli
Convergence. Thus provided we choose shape functions that sum to one, are suitably smo
element interiors, and match neighboring element descriptions on element boundaries, the
convergence criteria are automatically satisfied. We will concentrate on the mechanics of s
function definition in the next section.

In the meantime let us consider the implications of the isoparametric approach for the 
Lagrangian description of large deformation solid mechanics we now consider. So that we 

distinguish carefully between mappings taking  as an argument and between those takin
we will use superposed tildes for the former (as in Eq. (3.146)). If an element is isoparame
then by definition the configuration mapping over an element is given by

, (3.147)

where the shape functions  are exactly the same as in (3.146). However, it should al

the case that the function  should be attainable from the composition of  (defi

according to (3.144)) with  (defined according to (3.146)). Thus we can write

. (3.148)

Comparing the leftmost and rightmost expressions of (3.148) and realizing that the equality

hold for any given combination of the element degrees of freedom , we are led to conclu

that the alternative shape function expressions  and  must be related by mere

composition via

. (3.149)

Thus we have the option of defining the shape functions over whatever domain is convenie
since the parent domain is the one that is standardized, we typically begin with an express

 and then derive the implied expression for  according to

. (3.150)

Equation (3.150) has important implications in practice for, in general, we have no guarante

the inverse mapping  of  is well behaved, which it must be for the shape functions 

make sense. Fortunately, according to the implicit function theorem, the inverse function to
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(3.146) is smooth and one-to-one, provided the Jacobian of the indicated transformation is
nonzero. This essentially amounts to a geometric restriction on elements in the reference d
In two dimensions, using a four-noded element, the implication is that all interior angles in 

element must be less than  (see Figure 3.7).

Figure 3.7 Geometric restrictions on a four-noded element to retain well-pos-
edness of the coordinate and configuration mappings.

Finally, let us introduce the notation  for shape functions that take the current coordinat

 as arguments. Such an expression is needed – for example, in Eq. (3.142) (n

the abuse in notation) – where the spatial derivatives  must be computed. 

Following similar reasoning to the above, one can conclude that the functions  must ob

. (3.151)

Again for the needed function  to be well-behaved, the Jacobian of the transformation 

(3.147) must be nonzero. This restriction amounts to:

. (3.152)

Provided the original element definitions are not overly distorted, the second term on the ri

hand side of (3.152) will be nonzero. Thus the well-posedness of the spatial shape function
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requires that  be nonzero. The reader will recognize this as the approximated 

determinant of the deformation gradient , as defined in Measures of Deformation. Accord

Eq. (2.10)  must be positive pointwise for the concept of volume change to have any phys
meaning. Thus provided the approximated deformation mapping remains kinematically 

admissible (i.e., ), the spatially defined shape functions are guaranteed to be well-beh

With these arguments as background, we now turn our attention to definition of the , 

according to the parent domain. To keep notational complexity to a minimum, we will drop 

explicit distinction between , , and , referring to all these objects as simply  in t

sequel.

Shape Functions

Most continuum-based finite elements rely on Lagrange polynomials for their shape functio
definitions. Beginning with expressions appropriate for one-dimensional domains, let us su

that we have a one-dimensional element with  nodes, which are equally spaced over t

 domain. Use of  order Lagrange polynomials  for definition of ea

of the element shape functions  leads to

, (3.153)

where the  refer to the local (parent) coordinates of the individual element nodes. The re

may care to verify that these shape functions have two useful properties. First, that

(3.154)

and second, that

. (3.155)

Equation (3.155) is noteworthy in that it provides an important ingredient of the completene
argument (see Parameterization), whereas Eq. (3.154) ensures that the nodal degrees of f
have the actual interpretation that
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(see Eq. (3.144)).

Before proceeding to the more interesting multidimensional case, some examples may be 

For  the element coordinates are  and . The corresponding eleme

shape functions are computed from (3.153) as  and , 

thereby providing the basis for the one-dimensional linear finite element. For  the 

nodal coordinates are , , and , with the shape functions turning out 

be , , and , thereby defining the one-

dimensional quadratic element. These shape functions are plotted in Figure 3.8.

Figure 3.8 Low-order, one-dimensional Lagrange shape functions.

Next we turn to the generalization of these concepts to two and three dimensions. This can
accomplished by building up “products” of one-dimensional shape functions, as indicated 
schematically for the four-noded quadrilateral element depicted in Figure 3.9. In general, le

suppose that local Node  in a two-dimensional element has local coordinates , w

indices  and  refer to the node number in the  and  directions, respectively. The two
dimensional shape function is given by

, (3.157)

where  and  are the numbers of nodes in the  and  directions, respectively.
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Taking the four-noded quadrilateral depicted in Figure 3.9 as an example, the shape functio

are found to be , , , and 

.

Figure 3.9 Definition of element shape functions for two-dimensional, four-
noded quadrilateral.

The three-dimensional case can be treated analogously, and in doing so we use the trilinea

element depicted in Figure 3.10 as a template. Here we consider that local Node  has loc

coordinates  and write the three-dimensional shape functions as:

. (3.158)

The appropriate shape functions for the trilinear brick turn out to be: 

, , , 

, , , 

, and . 

Figure 3.10 Definition of element shape functions for three-dimensional, eight-
noded brick.
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With the element parameterizations and shape functions now defined, we are in a position 

discuss how element-level calculations are performed to evaluate such quantities as , 

and . Notably all these calculations involve integrals over the element domain, as eviden

by the expression for  given in (3.142). One can evaluate these integrals analytically 
for a few highly specialized cases, meaning that numerical integration (i.e., quadrature) is 
required for any type of generality to be present in the element formulation. Accordingly, we

led in this section to consider the generic problem of integrating a function, , over the ele
domain via

, (3.159)

where  could, in principle, be scalar, vector, or tensor-valued.

The first step in evaluation of (3.159) is generally to perform a change of variables, convert

the integral in the current element physical domain  to one over the parent domain,

which we shall denote by . This is accomplished using the standard change-of-variables
formula from multivariate calculus,

, (3.160)

where  is the Jacobian of the transformation from parent coordinates  to spatial 

coordinates :

, (3.161)

where  is as given in (3.147).

The advantage of (3.160) over (3.159) is that the integration takes place over a standardize
domain, for which quadrature rules are readily tabulated. One typically approximates the in
in (3.160) by applying quadrature via

, (3.162)
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where  is the number of integration (quadrature) points in the element,  is the pare

coordinate of quadrature Point , and  is the weight associated with quadrature Point 

choice of these quadrature point coordinates and weights effectively defines the numerical
integration scheme and the accuracy associated with it.

The most prevalent quadrature schemes in finite elements are based on Gaussian quadrat
rules, which may be derived in terms of Legendre polynomials. While this derivation is 
unnecessary for our present purposes, its result is that in one dimension the Gaussian qua
rules are optimally accurate in that no greater accuracy can be achieved for lesser cost. By
we mean the number of integration points used, whereas by accuracy we mean the lowest
polynomial not integrated exactly by a given quadrature rule. The Gaussian rules in one 

dimension have the property that given  integration points,  order accuracy

achieved, meaning that a  order polynomial in  will be integrated exactly. Be

are listed the first few Gauss integration rules over the domain .

• : ,  (second order accurate).

• : , ,  (fourth order accurate).

•  : , , , ,  (sixth order 

accurate).

Now returning to the problem of interest, multidimensional quadrature, we can use very sim
reasoning to that used to define multidimensional shape functions in the last section. Since
integration in a multidimensional domain involves integrating with respect to each variable 
separately while holding the others constant, we might expect that numerical integration in
successive directions is done in just the same way. The result of this fact is that we can de
multidimensional quadrature rules as products of one-dimensional ones, just as was done 
shape function definitions. It turns out the optimality property present in the one-dimension
formulation is lost but that a highly systematic and effective integration procedure results.

Beginning in two dimensions we refer to Figure 3.11, which depicts a four-point quadrature

scheme in two dimensions that we will use as a template. Let us consider quadrature Poin

having local coordinates , where indices  and  refer to the appropriate 

quadrature point number in the  and  directions, respectively. The two-dimensional weig
given by the product of the appropriate weights from the one-dimensional rules, i.e.:

. (3.163)
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Figure 3.11 Quadrature rule definition in two dimensions: four-point Gaussian 
quadrature.

Taking the two-dimensional, four-point quadrature rule depicted in Figure 3.11 as an exam

the appropriate parameters are found to be: , 

, , , and 

.

Three-dimensional quadrature rules are similarly conceived; the reader should consult Figu

3.12 for a template of the procedure. We consider quadrature Point , having local coordin

, where indices , , and  refer to the appropriate quadrature point num

in the , , and  directions, respectively. The three-dimensional weight is given by the pr
of the appropriate weights from the one-dimensional rules, i.e.:

. (3.164)
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Figure 3.12 Quadrature rule definition in three dimensions: eight-point Gauss-
ian quadrature.

Considering the case in Figure 3.12 as a specific example, we find the following parameter

, , , 

, , 

, , 

, and .

Local Arrays

The final task in the section is to give brief prescriptions for how element-level calculations 

done to find , , and  for a given element, . These quantities are needed by the

global assembly algorithm to form  and  (as discussed in Localization and Assembly

 (as discussed in Newton Raphson Framework). Beginning first with  we recall the gen
expression for the element mass matrix

. (3.165)

One can apply a change of variables to the reference configuration to find that
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where the second line of (3.166) holds because  (conservation of mass, see Eq. (

Looking at the second line of (3.166), we see that the element mass matrix is independent
deformation. It is straightforwardly calculated using quadrature via

, (3.167)

where 

. (3.168)

According to the discussion of the last section, the ordinary strategy in applying quadrature
would be to use a sufficiently accurate rule so that (3.167) is evaluated exactly (at least if th

reference density  is constant). This would lead one to employ a four-point Gauss quadr

rule for a four-noded quadrilateral in two dimensions and an eight-point Gauss rule for an e
noded brick in three dimensions. Following this procedure produces a “consistent” mass m

.

The difficulty with a consistent mass matrix, however, is twofold. First, it is, in general, band
but not diagonal (as would be preferable for an explicit dynamics application, for example),
second, experience shows that better accuracy is often exhibited in dynamics problems wit
“lumped mass”, where the rows of (3.168) are actually summed and the result placed on th
diagonal of the mass matrix. Use of this row sum technique produces the following alternat
more widely used expression for element mass:

. (3.169)

Turning attention now to , we begin by applying the change of variables to (3.142):

. (3.170)
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Two requirements of (3.170) are notable: the determination of the stress  (dependent, a

indicated on the current element deformation field through the constitutive law), and the ne

the spatial derivatives  of the shape functions. In fact, derivatives of this type are also 

needed for the stress calculation, which will ordinarily involve the approximated deformatio
gradient:

. (3.171)

Thus calculation of both  and  is typically necessary to obtain .These derivat

are usually produced by a shape function subroutine, called by the element subroutine for 

quadrature point. Taking the spatial derivative  as an example, the chain rule can be in

to obtain the appropriate expressions via:

, (3.172)

where  in two dimensions, and  in three dimensions. The rea

will recognize that  can be computed through simple differentiation of the local shape 

functions, whereas  is found by differentiation of (3.147). Calculation of the required inv

is rather simple and is readily done in closed form, since the matrix involved is 2x2 in two 
dimensions and 3x3 in three dimensions.

Completing our discussion of element-level calculations, the element stiffness matrix  is 
generically by

, (3.173)

where the internal force vector is as given in (3.142). Some manipulation of (3.142) is usefu
this point:
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where in the second line of (3.174), the Piola stress  has been introduced in accordanc

(2.54). There are many ways in which the derivative indicated in (3.173) can be expressed;
we do it by computing the derivative of the Piola stress with respect to the deformation grad
(Eq. (3.171)) and invoking the chain rule:

. (3.175)

Simplification of the second line of (3.175) results in the following expression:

, (3.176)

where the material moduli  are defined as

. (3.177)

Application of the quadrature rule to (3.176) gives

. (3.178)

The required reference coordinate shape function derivatives can be calculated as discuss

above for each quadrature point, as can the Jacobian . The material moduli  are, 

typically, the most difficult to compute, as they require linearization of the tensor-valued 
constitutive relation with respect to a tensor-valued strain measure (in this case the deform
gradient). It should be noted that (3.178) is given for illustrative purposes only; the stress a
strain measures conveniently utilized in the linearization vary widely, depending on the 
constitutive relation used. It should be noted, however, that provided the moduli are symme

(in the major sense), then the element stiffness matrix  will be as well.
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Advanced Element Design Issues
IntroductionConstrained Media and LockingSelective/Fully Reduced IntegrationHourglass Control

Introduction

In this section we discuss some advanced element design issues having particular relevan
large deformation problems featuring inelastic response. We begin the discussion with a sp
example of how the standard element formulations discussed in Basics of Element Design
have difficulty in problems featuring near or complete incompressibility, as is common, for 
example, in computational plasticity. Some basic remedies for this situation are then discus

Constrained Media and Locking

The incompressibility dilemma can be motivated fairly simply by considering linear elastic, 
isotropic behavior. Returning once more to the discussion in Linear Elastic IBVP, we consid
stress strain relation of the form

, (3.179)

where the material moduli  are of the form

. (3.180)

Plugging (3.180) into (3.179), one obtains

. (3.181)

We are most interested in the volumetric response of this material; accordingly, let us defin

hydrostatic pressure  as

(3.182)

and the dilitation (volume change)  as

. (3.183)

Computing according to (3.181), we find that for an isotropic material,

. (3.184)

The coefficient relating  and  is ordinarily called the bulk modulus :
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Cijkl
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(3.185)

and corresponds physically to the volumetric stiffness of the material. Recalling that  is th
shear modulus, representing the resistance of the material to shearing motions, it proves u

examine the ratio of  to  as an indicator of the degree of incompressibility of the materia
Using the relationships between the Lamé parameters and the more familiar elastic modulu
Poisson’s ratio (see (1.64) and (1.65)), we find this ratio can be written solely in terms of th
Poisson’s ratio:

. (3.186)

Recalling that the thermodynamically admissible values for  range between  and , we

that the case where  approaches  from below causes (3.186) to grow without bound, so

the bulk modulus becomes infinitely large when . In this case the volume change  

constrained to be zero pointwise in the medium, and the material is said to be incompressi

Let us now consider the behavior of a finite element discretization of the linear boundary va

problem described in Linear Elastic IBVP, where . We consider the mesh shown in F

3.13, comprised of linear triangles. This is an element not discussed to this point but can b
obtained formally by consideration of the four-noded quadrilateral discussed in Basics of 
Element Design, with two of the nodal coordinates set to be the same. Thus the displacem
field is linearly interpolated with the result, in the case of triangles, that the strains are cons
throughout the element.

Figure 3.13 Sample mesh illustrating mesh locking for the incompressible case.
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Since the strains are constant in the element, the requirement that

(3.187)

pointwise causes the total volume change in the element to be zero also:

, (3.188)

meaning simply that each element in the mesh may not change area due to the incompres
constraint.

Examining now the behavior of Element I in Figure 3.13, the constant area constraint impli
that Node A can only move in the horizontal direction, since the two lower nodes of Elemen
are fixed. However, Element II places the restriction that Node A can only move vertically. T
together, the isochoric constraint in each element prevents Node A from moving at all, in an
direction. This argument can be repeated throughout the mesh, to conclude that no node c

move at all, so that  is the solution to the discrete problem. However, it is clear that 
physical situation, the fact that the material is incompressible does not preclude all deforma
Thus the finite element solution produces a solution that is nearly nonphysical because of t
that the numerical approximation of the incompressibility condition overconstrains the nume
representation of the physical system.

The phenomenon described for this admittedly specialized system is referred to, generally 

speaking, as “mesh locking”. It will not, of course, always be the case that  for ever
boundary value problem, but it does turn out that fully integrated elements of the type discu
in Basics of Element Design will, in general, produce excessively stiff solutions when the 
material is either nearly or completely incompressible. We are thus led to consider techniqu
where the amount of constraint placed by the approximation of the volumetric material resp
can be relaxed when appropriate.

Selective/Fully Reduced Integration

One of the simplest techniques used to eliminate element locking is to deliberately underint

the internal force vector  (and the element stiffness  in the case of a quasistatic or
implicit dynamic calculation). Selective reduced integration means that only the troublesom
volumetric terms are underintegrated, whereas fully reduced integration means that all term
underintegrated. The latter option is particularly attractive in explicit dynamic and matrix-fre
quasistatic calculations, since the element level calculations comprise a large proportion of
solution costs in these cases. Since the cost of element calculations is directly proportiona
number of quadrature points, fully reduced integration becomes very attractive when speed
special concern.
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Let us consider the case of the eight-noded hexahedron in three dimensions as an exampl

apply fully reduced integration in the calculation of . The ordinary quadrature rule for 
element would be eight-point Gauss (two points in each direction), but it turns out that this 
element locks. The reduced quadrature rule would then be one-point Gauss, which leads t

following expression for :

, (3.189)

where, as indicated, all quantities are evaluated at the origin  of the parent coordinates. 

Schemes such as this have the advantages of being cheap and of eliminating locking but c

a cost. They do not accurately integrate those parts of the integrand of  that come fr

deformation varying spatially in a superlinear fashion.

Hourglass Control

Arguably the most important work done in this area was published by [Flanagan, D.P. and 
Belytschko, T., 1981]. The development in this section closely follows their original presenta
To understand more clearly the possible spurious behaviors enabled by reduced integratio

first note that the shape functions  can be written in terms of some standardized elemen

deformation modes as follows:

. (3.190)

These modes are depicted schematically in Figure 3.14. As can be seen therein,  repres

rigid body translation, the  represent constant strain deformation modes, and the  a

referred to as hourglass modes.

If we consider the velocity field representable by this element, we find that it can be written

.   (3.191)
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Figure 3.14 Mode shapes for the eight-noded hexahedron element.

The fully linear portion of the velocity field is made up of the  and  modes, so that th

hourglass portion of the velocity field can be written as

, (3.192)

where  is a normalizing factor, and  are the hourglass normal velocities. It turns out 

the hourglass velocities are orthogonal to the element’s other modes in that
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and

. (3.194)

Basically the one-point integration scheme discussed in the last section fully controls the lin

modes of the system but provides no resistance at all to the hourglass velocities . The 

objective of hourglass control therefore is to restore such control even in the context of one
integration.

Flanagan and Belytschko wrote the hourglass nodal velocities in terms of the hourglass sh

vector  via

, (3.195)

with the shape vector  found to be

. (3.196)

Hourglass forces  are applied in these directions, so as to be orthogonal to the physica

modes of the system. One choice is

, (3.197)

where the generalized forces  are given via

, (3.198)

with  being an effective shear modulus. The interested reader should refer to Hourglass C
Algorithm in Eight-Node Uniform Strain Element for the details of a specific implementation
hourglass control.
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IntroductionElement Force VectorLumped Mass MatrixFinite Rotation AlgorithmDetermination of Effective ModuliDetermination of the Stable Time IncrementHourglass Control AlgorithmArtificial Bulk Viscosity

Introduction

The eight-node, three-dimensional isoparametric element is widely used in computational 
mechanics. The determination of optimal integration schemes for this element, however, pr
a difficult dilemma. A one-point integration of the element underintegrates the element, res
in a rank deficiency that manifests itself in spurious zero energy modes, commonly referred
hourglass modes (see Hourglass Control). A two-by-two-by-two integration of the element,
contrast, overintegrates the element and can lead to serious problems of element locking i
plastic and incompressible problems (see Constrained Media and Locking). The eight-poin
integration also carries a tremendous computational penalty compared to the one-point rul
Particularly in explicit dynamic applications (see Explicit Finite Element Methods), this adde
expense is extremely undesirable.

In this section we present an element that is widely used in explicit analyses, wherein one-
integration is utilized in combination with an hourglass control scheme that controls the spu
modes. The implementation presented below follows directly from [Flanagan, D.P. and 
Belytschko, T., 1981]. In particular the aspects of this element pertaining to hourglass contr
have already been discussed in Hourglass Control.

The hexahedral element relates the spatial element coordinates  to the nodal coordinate

through the isoparametric shape functions  as follows

, (3.199)

where for convenience the summation convention on nodal indices  has been adopted.   

Subscripts  have a range of three, corresponding to the spatial coordinate directions, and

subscripts  have a range of eight.

Our discussion here will focus primarily on explicit dynamics applications, where the argum
for the use of this element is most compelling. As such it is necessary to have expressions
elemental velocity field

, (3.200)

and for the acceleration field

. (3.201)
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In (3.200) and (3.201) the nodal velocities  and nodal accelerations  are the localiz

global velocities and accelerations, which for central differences are produced by the upda
(3.75) given in Explicit Finite Element Methods.

The velocity gradient tensor L has been discussed in Rates of Deformation and was specified
Eq. (2.30). It can be written in the domain of an element as

. (3.202)

By convention a comma preceding a lowercase subscript denotes differentiation with respe

the spatial coordinates (e.g.,  denotes ).

The three-dimensional isoparametric shape functions map the unit cube in -space (  is w

explicitly as ( ) to a general hexahedron in -space, as depicted for the element refe
configuration in Figure 3.6. The trilinear shape functions defined over this domain, as 
summarized in Shape Functions, can be conveniently expanded in terms of an orthogonal 
base vectors, as was mentioned previously in Hourglass Control:

. (3.203)

The basis vectors represent the displacement modes of a unit cube, as was also discussed

Hourglass Control. The first vector, , accounts for rigid body translation. The vectors 

may be readily combined to define three uniform normal strains and three rigid body rotatio

modes for the unit cube. We refer to  as the volumetric base vectors since, as we will 

illustrate below, they are the only base vectors which appear in the element volume expres

The last four vectors, , where Greek subscripts have a range of four, give rise to linear 

modes which are neglected by uniform strain integration (i.e., the one-point quadrature rule
summarized in (3.189)). These vectors define the hourglass patterns for a unit cube, so tha

refer to  as the hourglass base vectors. The displacement modes represented by all th

vectors are shown in Figure 3.14.

Element Force Vector

Recalling the development of Basics of Element Design, the generic expression for the ele
internal force vector (see (3.142)) is
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8
---Σa

1
4
---r Λ1a

1
4
---s Λ2a

1
4
---t Λ3a+ + +=

 
1
2
---st Γ1a

1
2
---rt Γ2a

1
2
---rs Γ3a

1
2
---rst Γ4a+ + + +

Σa Λ ia

Λ ia

Γαa

Γαa
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In the element we consider, the one-point integration scheme neglects the nonlinear portio
the element displacement field, thereby considering a state of uniform strain and stress. Th
preceding expression is approximated by

, (3.205)

where , the mean stress tensor, represents the assumed uniform stress field. By neglec

nonlinear displacements, we have assumed that the mean stresses depend only on the me
strains. Mean kinematic quantities are defined by integrating over the element as follows:

. (3.206)

We now define the discrete gradient operator as

. (3.207)

The mean velocity gradient, applying Eq. (3.202), is given by

. (3.208)

Combining Equations (3.205) and (3.207), we may express the nodal forces by

. (3.209)

Computing nodal forces with this integration scheme requires evaluation of the gradient op
and the element volume. These two tasks are linked since

, (3.210)

where  is the Kronecker delta. Equations (3.199), (3.207), and (3.210) yield

. (3.211)

Consequently, the gradient operator may be expressed by

f
int

ia
e

Na j, Tij vd

ϕ t
h Ωe( )
∫=

f
int

ia
e

Tij Na j, vd

    ϕ t
h Ωe( )
∫≈

Tij

v i j,
1
v
--- v i j, vd

    ϕ t
h Ωe( )
∫=

Bia Na i, vd

   ϕ t
h Ωe( )
∫=

v i j,
1
v
---v ia Bja=

f
int

ia
e

Tij Bja=

x i j, δij=

δij

x ia Bja x ia Na( ) j, vd

   v
e

∫ v δij= =
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To integrate the element area in closed form, we use the Jacobian of the isoparametric 
transformation to transform to an integral over the biunit cube:

. (3.213)

The Jacobian is given in terms of the permutation symbol  as

. (3.214)

Therefore, Equation (3.213) can be written as

, (3.215)

where

. (3.216)

Observe that the coefficient array  is identical for all hexahedrons. Furthermore, it poss

the following alternator properties:

. (3.217)

Therefore, applying Equations (3.212) and (3.217) to (3.215) yields the following form for 
evaluating the B-matrix:

. (3.218)

In light of Equation (3.203), it is evident that evaluating each component of  involves 

integrating a polynomial that is at most biquadratic. However, since we are integrating over
symmetric region, any term with a linear dependence will vanish. The only terms which sur
the integration will be the constant, square, double square, and triple square terms. Furthe
the alternator properties cause half of these remaining terms to drop out. The resulting exp

for  is

Bia
∂v

   ∂x ia
-----------------=

v vd
  v
∫ j rd sd td

         -1

         +1

∫
         -1

         +1

∫
         -1

         +1

∫= =

eijk

J e ijk
∂x  
∂r i
--------- 

 ∂y
∂r j
--------- 

 ∂z
∂r k
---------=

v x ay bz
c
Cabc=

Cabc eijk

∂Na

∂r i
--------- 

∂Nb 

∂r j
----------- 

∂Nc   

∂r k
------------ r 1d r 2d r 3d

         -1

         +1

∫
         -1

         +1

∫
         -1

         +1

∫=

Cabc

Cabc Cbca Ccab Cacb– Cbac– Ccba–= = = =

Bia

y bzc

zbxc

xby c

Cabc=

Cabc

Cabc
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. (3.219)

Since  has the alternator properties given in Equation (3.217), only 56 (the combinatio

eight nodes taken three at a time) distinct nonzero terms are possible. However, the volum

be independent of the selection of Node 1, which implies that  must be invariant unde

node numberings, preserving the relative orientation of the element. Consequently, only 21
combination of seven nodes taken two at a time) terms may be independent. Furthermore,
Node 1 is selected, three orientations of the node numbering system are possible, so that o

seven terms of  need be evaluated.

The seven sets of triples  giving rise to independent terms of  are: ; 

; ; ; ; ; . Of these, only the first three terms d

not vanish. All other nonzero terms of  are found by permutations and use of the altern

properties summarized by Eq. (3.217). 

With the  in hand, the first term of  is expressed using (3.218) as

. (3.220)

After permuting the nodes according to the transformations described above, other terms o

are also evaluated using (3.218). The element volume is most easily computed by contract
B-matrix and nodal coordinates as per Eq. (3.211).

Lumped Mass Matrix

In order to reap the benefits of an explicit architecture, we must diagonalize the mass matr
Explicit Finite Element Methods). We do this by integrating the inertial terms as

 , (3.221)

where

, (3.222)

Cabc
1

192
---------eijk 3( Λ ia Λ jb Λkc Λ ia Γkb Γ jc+=

 Γ+ ka Λ jb Γ ic Γ ja Γ ib Λkc )+

Cabc

Cabc

Cabc

a b c, ,( ) Cabc 1 2 3, ,( )

1 2 5, ,( ) 1 2 6, ,( ) 1 2 7, ,( ) 1 2 8, ,( ) 1 3 5, ,( ) 1 3 6, ,
Cabc

Cabc Bia

B11
1
2
--- y 2 z6 z3–( ) z4 z5–( ) )– y 3 z2 z4–( )+([=

 y 4 z3 z8–( ) z5 z2–( ) )– y 5 z8 z6–( ) z2 z4–( ) )–(+(+

 y 6 z5 z2–( ) y 8 z4 z5–( ) ]+ +

Bia

m
e
a

e( )ia aib mab
e

=

mab
e ρv δab=
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and  is the Kronecker delta. Clearly the assembly process for the global mass matrix fro

individual element matrices results in a global mass matrix that is diagonal and can be exp

as a vector, , if desired.

Finite Rotation Algorithm

As discussed in more detail in Frame Indifference, an important factor in proper formulation
large deformation problems is the assurance of material objectivity. In the element we now
consider, this is achieved by formulation of the constitutive updates in the rotated configuration 
depicted in Figure 2.2 and introduced more thoroughly in Rate of Deformation Tensors. Of 
particular interest in constitutive modeling are quantities like the rotated rate of deformation

tensor  (see Eq. (2.39)), the rotated Cauchy stress  in Eq. (2.57), and the Green-Nag

of Cauchy stress  defined in (2.122). 

Notably all of the above objects require the determination of , the rotation tensor defined 
polar decomposition summarized by Eq. (2.13). Here we describe an incremental algorithm
determination of this tensor with emphasis on computational efficiency and numerical accu

We begin by considering (2.42) as a first-order differential equation in 

. (3.223)

The crux of integrating Eq. (3.223) for R is to maintain the orthogonality of R. Unfortunately, if 
one merely applies a forward difference scheme, the orthogonality of R degenerates rapidly no 
matter how fine the time increments. Instead the algorithm of Hughes and Winget ([Hughes
T.J.R. and Winget, J., 1980]) for integrating incremental rotations can be adopted as follow

A rigid body rotation over a time increment  may be represented by

, (3.224)

where  is a proper orthogonal tensor with the same rate of rotation as R, as given by Eq. 

(3.223). The total rotation R is updated via

. (3.225)

For a constant rate of rotation, the midpoint velocity and the midpoint coordinates are relat

. (3.226)

Combining Eqs. (3.224) and (3.226) yields

δab

MP

D T  

T̃

R

R

Ṙ LR=

∆t

x t ∆t+ Q∆t x t=

Q∆t

Rt ∆t+ Q∆t Rt=

1
∆t
------- x t ∆t+ x t–( ) 1

2
---L x t ∆t+ x t+( )=
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. (3.227)

Since  is arbitrary in Equation (3.227), it may be eliminated. We then solve for , whic

gives

. (3.228)

The accuracy of this integration scheme is dependent upon the accuracy of the midpoint 
relationship of Equation (3.226). The rate of rotation must not vary significantly over the tim
increment. Furthermore, [Hughes, T.J.R. and Winget, J., 1980] showed that the conditionin

Equation (3.228) degenerates as  grows.

Our complete numerical algorithm for a single time step can be summarized as below.

• Calculate the rate of deformation tensor  and the spin tensor  (see Eqs. (2.31) and (

• Determine  from  and  (the left stretch, see Eq. (2.13)), using the following algorith
due to [Dienes, J.K., 1979]. Compute

(3.229)

(3.230)

, (3.231)

     where

. (3.232)

• Solve

. (3.233)

• Calculate

. (3.234)

• Update

. (3.235)

• Compute the rotated rate of deformation (see (2.39))

. (3.236)

Q∆t I–( )x t
∆t
2

-------L Q∆t I+( )x t=

x t Q∆t

Q∆t I
∆t
2

-------L– 
  1–

I
∆t

2
------L+ 

 =

∆t L  

D W

L W V

z i eijk Vjm Dmk=

l w 2 V I tr(V– )( ) 1–
z–=

Lij
1
2
---eijk lk=

wi eijk Wjk=

I
∆t
2

-------L– 
  Rt ∆t+ I

∆t

2
------L+ 

  Rt=

V̇ D W+( )V VL–=

Vt ∆t+ Vt ∆t V̇+=

D R
T
DR=
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• Integrate the constitutive equations in the rotated frame of reference

. (3.237)

• Compute the Cauchy stress in the spatial configuration

. (3.238)

Note that this algorithm requires that the tensors V and R be stored in memory for each element

Determination of Effective Moduli

Algorithms for calculating the stable time increment require effective moduli for each eleme
(see (3.73) in Explicit Finite Element Methods). Such calculations of dilatational and shear 
moduli are also necessary for hourglass control, bulk viscosity, and nonreflecting boundarie
Here we present a procedure for adaptively determining the effective dilatational and shear
moduli of the material.

In an explicit integration algorithm, the constitutive response over a time step can be recas
posteriori as a hypoelastic relationship. We approximate this relationship as isotropic. This 

defines effective Lamé parameters,  and , in terms of the hypoelastic stress increment a
strain increment (in the rotated frame of reference) as follows:

. (3.239)

Equation (3.239) can be rewritten in terms of volumetric and deviatoric parts as

, (3.240)

and

, (3.241)

where

(3.242)

and

. (3.243)

The effective bulk modulus  follows directly from Equation (3.240) as

Ṫ f D T,( )=

T RTR
T

=

λ̂ µ̂

∆T ij ∆t λ̂Dkk δij 2µ̂Dij+( )=

∆Tkk ∆t 3λ̂ 2µ̂+( )Dkk=

s ij ∆t 2µ̂eij=

s ij ∆T ij
1
3
---∆Tkk δij–=

eij Dij
1
3
---Dkk δij–=

K̂
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. (3.244)

Taking the inner product of Equation (3.241) with the deviatoric strain rate and solving for t

effective shear modulus , gives

. (3.245)

Using the result of Equation (3.244) with Equation (3.245), we can calculate the effective 

dilatational modulus :

. (3.246)

If the strain increments are insignificant, Equations (3.244) and (3.245) will not yield 
numerically meaningful results. In this circumstance the dilatational modulus can be set to 

initial estimate, . An initial estimate of the dilatational modulus is, therefore, the on

parameter which every constitutive model is required to provide to the time step control 
algorithm.

In a case where the volumetric strain increment is significant but the deviatoric increment is
the effective shear modulus can be estimated by rearranging Equation (3.246) as follows:

. (3.247)

If neither strain increment is significant, the effective shear modulus can be set equal to the
dilatational modulus.

Determination of the Stable Time Increment

Flanagan and Belytschko [Flanagan, D.P. and Belytschko, T., 1984] provided eigenvalue 
estimates for the uniform strain hexahedron described in this section. They showed that the
maximum eigenvalue is bounded by

. (3.248)

Using the effective dilatational modulus from Determination of Effective Moduli with the 
eigenvalue estimates of Equation (3.248) allows us to write the stability criteria of Eq. (3.73

3K̂ 3λ̂ 2µ̂+
∆Tkk

∆t Dkk
-----------------= =

2µ̂

2µ̂
s ij eij

∆te mnemn
--------------------------=

λ̂ 2µ̂+

λ̂ 2µ̂+
1
3
--- 3K̂ 2 2µ̂( )⋅+( )=

λ0 2µ0+

2µ̂ 1
2
--- 3 λ0 2µ0+( ) 3K̂–( )=

8
λ 2µ+

ρ
---------------- 

 Bia Bia

v
2

-------------------- ωmax
2 8

3
---  λ 2µ+

ρ
------------------ 

Bia Bia  

v
2

--------------------≥ ≥
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. (3.249)

The stable time increment is determined from Equation (3.249) as the minimum over all 
elements.

Equation (3.249) is numerically invalid if the effective dilatational modulus is less than or eq
to zero. A negative modulus indicates a strain softening situation that renders the central 
difference operator unconditionally unstable. In practice, however, strain softening is gener
short lived, so that the calculations can continue in a stable manner once the softening ene
been dissipated. To aid the user in controlling an unstable strain-softening situation, the eff
dilatational modulus can be adjusted with a strain-softening scale factor, ssft, as follows

. (3.250)

To avoid dividing by zero in Equation (3.249), one can enforce the following condition:

. (3.251)

The estimate of the critical time increment given in Equation (3.249) is for the case where t
is no damping in the system. If we define ε as the fraction of critical damping in the highest 
element mode, the stability criteria of Eq. (3.249) becomes

. (3.252)

Conventional estimates of the critical time increment size have been based on the transit ti

a dilatational wave over the shortest dimension  of an element or zone. For the undampe
this gives

, (3.253)

where c is the dilatational wave speed.

There are two fundamental and important differences between the time increment limits giv
Equations (3.249) and (3.253). First, our time increment limit is dependent on a characteris
element dimension, which is based on the finite element gradient operator and does not re

an ad hoc guess of this dimension. This characteristic element dimension, , is defined by
inspection of Equation (3.249) as

. (3.254)

∆ t̂
2 1

2
--- 

  ρ0V0( )
λ 2µ+( )BiI BiI

----------------------------------------≤

 If λ̂ 2µ̂ 0 then λ̂ 2µ̂+<+
λ0 2µ0+

 ssft( )2
---------------------=

λ̂ 2µ̂ λ0 2µ0+( ) 10
6–⋅≥+

∆t ∆ t̂ 1 ε2
+ ε )–(≤

l

∆t
l
c
---≤

l

l
1
2
--- 

 v 

BiI BiI

----------------------=
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Second, the sound speed used in the estimate is based on the current response of the ma
not on the original elastic sound speed. For materials that experience a reduction in stiffnes
to plastic flow, this can result in significant increases in the critical time increment.

It should be noted that the stability analysis performed at each time step predicts the critica
increment for the next step. Our assumption is that the conservativeness of this estimate 
compensates for any reduction in the stable time increment over a single time step.

Hourglass Control Algorithm

The mean stress-strain formulation of the uniform strain element considers only a fully line
velocity field. The remaining portion of the nodal velocity field is the so-called hourglass fie
Excitation of these modes may lead to severe, unresisted mesh distortion. The hourglass c
algorithm described here is taken directly from [Flanagan, D.P. and Belytschko, T., 1981]. T
method isolates the hourglass modes so that they may be treated independently of the rigi
and uniform strain modes.

A fully linear velocity field for the hexahedron can be described by

. (3.255)

The mean coordinates  correspond to the center of the element and are defined as

. (3.256)

The mean translational velocity is similarly defined by

. (3.257)

The linear portion of the nodal velocity field may be expressed by specializing Eq. (3.255) t
nodes as follows:

, (3.258)

where  is used to maintain consistent index notation and indicates that  and  are 

independent of position within the element. From Equations (3.211) and (3.258) and the 
orthogonality of the base vectors, it follows that

, (3.259)

and

v i
LIN

v i v i j, x j x j–( )+=

x i

x i
1
8
---x ia Σa=

v i
1
8
---v ia Σa=

v ia
LIN

v i Σa v i j, x ja x j Σa–( )+=

Σa v i x j

v ia Σa v ia
LIN Σa 8v i= =
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. (3.260)

The hourglass field  may now be defined by removing the linear portion of the nodal ve

field:

. (3.261)

Equations (3.259) through (3.261) prove that  and  are orthogonal to the hourglass fi

(3.262)

. (3.263)

Furthermore, it can be shown that the B matrix is a linear combination of the volumetric ba

vectors , so Eq. (3.263) can be written as

. (3.264)

Equations (3.262) and (3.264) show that the hourglass field is orthogonal to all the base ve

depicted in Figure 3.14 except the hourglass base vectors. Therefore,  may be expand

linear combination of the hourglass base vectors as follows:

. (3.265)

The hourglass nodal velocities are represented by  above (the leading constant is adde

normalize ). We now define the hourglass shape vector  such that

. (3.266)

By substituting Equations (3.258), (3.261), and (3.266) into (3.265), then multiplying by  

and using the orthogonality of the base vectors, we obtain the following:

. (3.267)

With the definition of the mean velocity gradient, Equation (3.208), we can eliminate the no

velocities above. As a result, we can compute  from the following expression:

. (3.268)

v ia Bja v ia
LIN

Bja vv i j,= =

v ia
HG

v ia
HG

v ia v ia
LIN

–=

Σa Bja

v ia
HGΣa 0=

v ia
HG

Bja 0=

Λ ia

v ia
HGΛ ia 0=

v ia
HG

v ia
HG 1

8
-------q̇ i αΓαa=

q̇ i α

Γαa γαa

q̇i
1

8
-------u̇ia γαa=

Γαa

u̇iI Γα I u̇ i j, x jI Γα I– u̇iI γα I=

γα I

γαa Γαa
1
V
---Bia x ib Γαb–=
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The difference between the hourglass base vectors  and the hourglass shape vectors 

very important. They are identical if and only if the hexahedron is a right-parallelepiped. Fo

general shape  is orthogonal to , whereas  is orthogonal to the linear velocity field

.  defines the hourglass pattern, and  is necessary to accurately detect hourgl

For the purpose of controlling the hourglass modes, we define generalized forces , whi

conjugate to  so that the rate of work is

(3.269)

for arbitrary . Using Equation (3.266) it follows that the contribution of the hourglass 

resistance to the nodal forces is given by

. (3.270)

Two types of hourglass resistance are possible: artificial stiffness and artificial damping. 

Considering the stiffness type as an example, we can define a tuneable hourglass stiffness
express the resistance by

. (3.271)

Note that the stiffness expression must be integrated, which further requires that this resist
be stored in a global array. 

Observe that the nodal antihourglass forces of Equation (3.270) have the shape of  rath

than . This fact is essential since the antihourglass forces should be orthogonal to the 

velocity field, so that no energy is transferred to or from the rigid body and uniform strain m
by the antihourglassing scheme.

Artificial Bulk Viscosity

Artificial viscosity may be desirable in numerical calculations for two reasons. First, high-
velocity gradients can collapse an element before it has a chance to respond if no viscosity
employed. Second, viscosity is often useful in quieting truncation frequency “ringing”. 

Ideally one would like to add viscosity only to the highest mode of the element, but isolating
mode is impractical. The standard technique is to simply add viscosity to the volumetric or 
“bulk” response. This generates a viscous pressure in terms of the volume strain rate as fo

Γαa γαa

Γαa Bja γαa

v ia
LIN Γαa γαa

Qi α

q̇ i α

v ia f ia
HG 1

2
---Qi α q̇ i α=

u̇iI

f ia
HG 1

2
---Qi αγαa=

κ

Qi α
κ
2
---2µ̂

Bjb Bjb  

v
--------------------q̇ i α=

γαa

Γαa
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, (3.272)

where b1 and b2 are coefficients for the linear and quadratic terms, respectively. The quadra

term in Equation (3.272) is more important and is designed to “smear” a shock front across
several elements. This term yields a jump in energy as a smeared shock passes, which sim
the shock heating. As a result, the smeared shock front can be propagated as a steady wa

The linear term is intended to dissipate truncation frequency oscillations. The quadratic ter
only applied to compressive strain rates, since an element cannot collapse in expansion.

The preceding expression is simplified if we use the undamped stable time increment defin
Equation (3.249) and write

, (3.273)

or

, (3.274)

where m is the element mass. We now define the factor ε such that the quadratic viscosity term 
vanishes in expansion

. (3.275)

This quantity is required for the damped stability criteria of Equation (3.252). Note that the 
condition imposed by (3.251) prevents Equation (3.275) from yielding so large a value of ε that 
Equation (3.252) would numerically yield a zero value.

We will show below that ε can be used to estimate the fraction of critical damping in the high
element mode. Using Equation (3.275) in Equation (3.274) allows us to write the viscous 
pressure as

. (3.276)

The bulk viscosity pressure is appended to the stresses during the internal force calculatio
yield the following forces:

. (3.277)

The above expression can be expanded using Equations (3.274) and (3.275) to yield

. (3.278)

q b1ρc
V̇
V
--- ρ b2l

 V̇
V
----- 

 
2

–=

∆ t̂
l
c
---

V
2

2Bia Bia
--------------------- ρ

λ 2µ+
----------------⋅= =

∆ t̂
m

λ 2µ+
---------------- V

2Bia Bia
---------------------⋅=

ε b1 b2
2∆ t̂  min 0 Dkk,( )–=

q b1 b2
2∆ t̂ Dkk–( ) λ 2µ+( )∆ t̂ Dkk=

f ia qBia=

f ia ερc
l
V
---Bjb Bia u̇jb=
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This form indicates that if  is an eigenvector, the modal damping is

. (3.279)

The critical damping estimate of the maximum element frequency is

. (3.280)

The two expressions above show that  is half the fraction of critical damping in the highes
mode.

Bia

ερcV  
l

---------

2mω 2
ρV 
8

---------2c  
l

-------- ρ cV
2l
---------= =

ε

Theory Manual Finite Element Formulation - Eight-Node Uniform Strain Element - Artificial Bulk Viscosity 77



hell 

s.

plicit 
 of 
e 

tem is 

 is 

t 

n of 
Four-Node Corotational Shell
IntroductionShell KinematicsConstitutive AssumptionsShell Element Coordinate SystemsElement EquationsComputation of Internal Force and Moment ResultantsHourglass ControlCalculation of the Stable Time IncrementConstitutive ModelsTime-Stepping Algorithm

Introduction

In this section we discuss in detail some of the implementational issues associated with a 
frequently utilized structural element in nonlinear mechanics: the four-noded corotational s
element depicted in Figure 3.15. In so doing, we will add some important detail to the very 
conceptual discussion of shells and other structural entities given in Structural Component

Figure 3.15 Four-noded, corotational shell element also showing the element 
coordinate system.

Although much of the discussion is equally applicable to matrix-free quasistatic solution 
strategies (see Conjugate Gradient Methods), We target our discussion here primarily to ex
dynamic calculations (see Explicit Finite Element Methods). In such settings the equations
motion of the deformable body thus become a system of uncoupled equations governing th
nodal motions in the discretized system. For continuum elements each equation in the sys
the equation for three-dimensional motion of a particle,

, (3.281)

where  is the acceleration,  and  are the external and internal forces, and 

the lumped mass, all associated with global Node A. For a continuum element with displacemen

degrees of freedom , a localized version of Eq. (3.281) completely describes the motio

the nodes. 
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By contrast, a shell element requires rotational degrees of freedom in addition to the 
displacement degrees of freedom The additional equations governing these degrees of fre
are Euler’s equations for the rotation of a rigid body about the principal axes, written here f
individual shell element

. (3.282)

In these equations  is the angular acceleration for local Node ,  is angular velocity

 is the mass moment of inertia associated with local Node b in principal Direction 1. 

Similarly numerical subscripts 2 and 3 designate the other principal directions. A coordinate
system is used at each node to track rotation of the principal axis system.

Shell Kinematics

In Mindlin shell theory (see [Mindlin, R.D., 1951]), the shell normals are assumed to remain
straight, although they are allowed to rotate. Rotation of the normals allows the element to 
transverse shear strains. Because displacements are assumed to vary linearly through the
thickness, the velocity at any point can be expressed as

, (3.283)

in which  is the velocity of a point in the shell body,  is the velocity of the point on the 

midsurface lying on the same normal, and  is the rotational velocity of the normal (see Fi

3.16).  is the coordinate through the shell thickness along the unit normal vector, . Vec

components in the corotational coordinate system are indicated by the  symbol.

The components of velocity strain in the corotational coordinate system are

. (3.284)

Strain-displacement relationships for the shell are obtained by substitution of Eq. (3.283) in
(3.284), giving
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 this 
, (3.285)

where all quantities are expressed in the corotated coordinate system; the  being the 

coordinates in this system, and the  being the spatial midsurface velocities expressed in

system.

Figure 3.16 Shell kinematics.
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Constitutive Assumptions

If the velocity strain components in the corotational system are arranged in a column matri
as

, (3.286)

then the conjugate Cauchy stress components in the corotated coordinate system can be w
as

,. (3.287)

Furthermore, the shell is assumed to be in a state of plane stress, so

. (3.288)

Note also the omission of , the rate of through-the-thickness thinning, from (3.285) and

(3.286).

The representations of deformation and stress given in (3.286) and (3.287) are conjugate, 

sense that the stress power , discussed in general continuum mechanical terms in Stress
can be expressed as

. (3.289)

Shell Element Coordinate Systems

We consider now the element formulation of a four-node, quadrilateral shell (see Figure 3.1

where the midsurface velocities  and rotation rates  are interpolated using the bilinea

shape functions described in Shape Functions. Thickness of the shell is handled as an ele
attribute. The element uses reduced integration with hourglass control and is based on a 
corotational formulation (see [Belytschko, T., Lin, J.I. and Tsay, C.S., 1984] and [Belytschk
Ong, J.S.-J., Liu, W.K. and Kennedy, J.M., 1984])

Three coordinate systems are used in the shell element formulation. The translational equa

of motion (Eq. (3.281)) are written in the global system with coordinates  and basis vect

. Strain-displacement relationships and constitutive equations are enforced in a local ele

coordinate system that rotates and translates with each element. This corotational coordina

system has orthonormal basis vectors denoted by  and coordinates designated by . T

d

d d
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22 2d
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internal element force  and moment  resultants are also computed in this element 
coordinate system. New element coordinate systems are computed at each time step usin
current nodal coordinates. The equations governing the rotational motion are written in a lo
coordinate system at each node. These nodal coordinate systems are assumed to rotate w
principal axes at each node with the motion governed by Eqs. (3.282). The nodal systems 

orthonormal basis vectors, , with coordinates designated by . The nodal coordinate sy

are updated at each time step.

The element (corotational) normal vector  is approximated by the normalized cross prod

the element diagonals (see Figure 3.15)

(3.290)

In (3.290)  is the position vector of element Node  relative to element Node b in the 

current configuration. The direction of the normal vector is thus determined by the element-
connectivity, and the positive side of the shell is the one for which the nodes are numbered

counterclockwise. Next the direction of  is taken as the portion of the vector connecting 

nNodes 1 and 2 that is orthogonal to .

(3.291)

(3.292)

The final basis vector for the element coordinate system is obtained from the cross produc

and ,

. (3.293)

Internal force resultants at the nodes are computed from the stress gradient in the local ele
coordinate system (see (3.142) in Basics of Element Design); they are then transformed to
global coordinate system via

. (3.294)

Internal moment resultants are also computed in local element coordinates and transforme
global coordinates using Equation (3.294). However, Euler’s equations for the rotational 
accelerations (see (3.282))are written in nodal coordinates that rotate and translate with th
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ê3

r 31 r 42×
r 31 r 42×

---------------------------=

r ab a

ê1
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ê2 ê3 ê1×=

f x
int

e

f y
int

e

f z
int

e

 
 
 
 
 
 
 
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in question (denoted here by superposed bars). The transformation from global to nodal 
coordinates is accomplished by

. (3.295)

Therefore, the complete transformation for moments from the element to nodal coordinates

. (3.296)

Element Equations

The shell element is based on a four-node quadrilateral with bilinear interpolations of midsu
coordinates and of both translational and rotational velocities. Coordinates in the midsurfac
the shell are approximated as

, (3.297)

where  are the shape functions, and  and  are the parent domain coordinates. Repe

indices, , indicate summation over the four nodes of the element. Similarly the velocity of
midsurface and the angular velocity of the normal are interpolated as

, (3.298)

and

, (3.299)

using the same shape functions used for the midsurface coordinates.

In a similar fashion as described for the three-dimensional, constant stress element (see E
Node Uniform Strain Element), the shape functions can be expanded in terms of an orthog
set of basis vectors as

. (3.300)

These basis vectors represent deformation modes of a unit square, analogous to their thre
dimensional counterparts shown in Figure 3.14. Rigid body motion is represented by the fir

vector . The volumetric basis vectors,  and , can be combined to represent the n

and shear strain in an element. With the reduced integration formulation, the element area 

involves only these two vectors. Since the last vector, , is neglected in the uniform strain
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formulation, it represents spurious energy, or hourglass, modes for the element. Substitutio
Eqs. (3.298) and (3.299) into Eqs. (3.285) yields the discretized strain-displacement 
relationships:

. (3.301)

The gradient operator, , is defined as

 , (3.302)

where Greek subscripts indicate the 1 and 2 coordinates in the plane of the element. For th

reduced integration element, the gradient operator is needed only at the point , 
can be expressed in closed form in terms of the corotational coordinates of the element no
(see [Belytschko, T., Lin, J.I. and Tsay, C.S., 1984]) as 

. (3.303)

Because the element is a quadrilateral, its area, A, can also be expressed in terms of nodal 
coordinates:

. (3.304)

Computation of Internal Force and Moment Resultants

Representation of the rate of internal energy for a shell element in the global variational pri
requires derivation of the internal force and moment resultants. Let the velocity vector for a
element node be defined as
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in corotational coordinates of the element. Then the corresponding internal element force a
moment vector is

. (3.306)

The concept of stress power, discussed for a general continuum in Stress Power, can be u

here to define the vector  via

. (3.307)

Substitution of Eqs. (3.285) into (3.307) and using one-point quadrature leads to the follow
expressions for the element internal forces and moments:

(3.308)

with
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where κ = 5/6 is the shear factor from classical plate theory. The integrals of stress over the
thickness are computed analytically for linear elastic materials. For nonlinear materials the
internal force and moment resultants are computed by numerical integration through the el
thickness (h) using the trapezoid rule. Currently the user may use either three or five integra

points; the first point is at , the middle point is at  (the midsurface), the las

point is at .

Hourglass Control

Reduced integration of the stress divergence leads to spurious zero-energy modes (hourgl
modes) in the element, as discussed, in general, in Hourglass Control. The hourglass cont
algorithm implemented for the shell element is one developed by [Flanagan, D.P. and 
Belytschko, T., 1981] and by [Belytschko, T., Ong, J.S.-J., Liu, W.K. and Kennedy, J.M., 19
Removal of the linear portion of the nodal velocity results in the definition of hourglass shap

vectors :

, (3.310)

and the corresponding hourglass forces and moments

(3.311)

with the generalized hourglass stresses given by

, (3.312)

and the hourglass stiffnesses defined via
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αβ ẑd∫=
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, (3.313)

where E and G are Young’s modulus and the shear modulus, respectively; and h is the element 

thickness. In the preceding equations the  represent the nodal hourglass membrane fo

associated with in-plane velocities ; , the hourglass bending forces associated with 

plane velocity ; and , the hourglass bending moments associated with rotational velo

. The corresponding hourglass parameters , , and  are usually assigned values

ranging from 0.01 to 0.05.

Calculation of the Stable Time Increment

The central difference operator is conditionally stable with the stability limit for a system wit
damping given by 

, (3.314)

where  is the maximum frequency of the system (see also Explicit Finite Element 

Methods). The maximum frequency in the system can be bounded by the maximum eleme
frequency, so the stability limit becomes

, (3.315)

where MAXIMUM  is the maximum element frequency of all the elements in the system

Conservative estimates of the maximum frequency for quadrilateral shell elements were 
developed by Belytschko and Lin [Belytschko, T. and Lin, J.I., 1985] and are given for 
membrane, bending, and shear deformation as
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(3.316)

with

, (3.317)

where E is Young’s modulus, G is the shear modulus, ν is Poisson’s Ratio, h is the element 
thickness, M is the element mass, and κ is the shear correction factor.

In the preceding expressions for maximum element frequency,  is a rotational inertia scal
factor assumed to be

, (3.318)

where I  and  are the mass moment of inertia and area, respectively, of the cross sectionα is 

approximated using the value for a flat, rectangular element:

. (3.319)

The maximum stable time step is computed using the maximum frequency over all shell an
brick elements.

Constitutive Models

Two plane stress constitutive models that are widely implemented for the shell element des
here are described next: an elastic model and an elastic-plastic model with combined linea
hardening. In corotational coordinates the stress rate follows directly from the velocity strai

ωmax m,
2 12D

MAh
2

------------- R1 R1
2

16 1 ν2
–( )A2

– )+(=

ωmax z,
2 h

2

12α
----------ωmax m,

2
=

ωmax θ,
2 4

M
---

csα
A

----------
csA

4α
----------+ 

 =

cs κGh=

R1 2BαaBαa=

R2 R1
2

16A
2

–=

α1 R1 R2+( ) 4⁄=

D
Eh

3

12 1 ν2
–( )

-------------------------=

α

α I
Ac
------=

Ac

α h
2

A+
12

---------------=
Theory Manual Finite Element Formulation - Four-Node Corotational Shell - Constitutive Models 88



ion has 

 as

nal 
 
tion 

ic 

iffer 

his 
d by 
ley, 

sses 
Since all stress and strain quantities are computed in corotational coordinates, the  notat
been dropped.

For a plane stress, linear elastic model, the stress rate is computed from the velocity strain

 , (3.320)

where µ is the shear modulus.

, (3.321)

 is the Lamé constant for plane stress

  (3.322)

 , (3.323)

and  is the second-order identity tensor.

Material properties required as input are Young’s modulus E and Poisson’s ratio ν, from which 
the above Lamé parameters can be calculated. There are no internal state variables.

In treatment of elastic-plastic materials, on the other hand, it should be first noted that inter
force and moment resultants for nonlinear materials are computed by numerical integration
through the element thickness, so the constitutive model must be evaluated at each integra
point. The general theory for elastic-plastic materials, with combined isotropic and kinemat
hardening, is discussed in detail in Constitutive Modeling.

Here we concentrate on the implementational details of plane stress radial return, as they d
from the fully three-dimensional situation. For plane stress, d33 must be computed from the 

constraint on the constitutive model rather than directly from the finite element equations. T
constraint requires iterations on the radial return algorithm. The secant approach, presente
[Hallquist, J.O. and Benson, D.J., 1986] and assessed for accuracy and efficiency by [Whir
R.G., Hallquist, J.O. and Goudreau, G.L., 1988], is described below.

Because the plane stress assumption only affects the volumetric strains, the trial shear stre
can be computed outside the iteration loop. The trial shear stresses are

(3.324)

(3.325)

 , (3.326)
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where dij  is the rate of deformation at the integration point computed from Eq. (3.285). The

stress difference tensor ξij  is defined as the difference between the deviatoric stress tensor Sij  

and the back stress tensor αij ,

(3.327)

(3.328)

(3.329)

The shear stress differences are 

(3.330)

(3.331)

. (3.332)

The iteration loop is entered for computation of the volumetric stress difference and the 
equivalent plastic strain. For iteration i  the volumetric velocity strain is

. (3.333)

The trial normal stresses and pressure then follow as:

(3.334)

(3.335)

(3.336)

. (3.337)

The first two normal components of the stress difference computed from Eq. (3.327) are: 

(3.338)

. (3.339)

Because the stress difference tensor is deviatoric, the third normal component is given by
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The increment in equivalent plastic strain for the i th iteration is 

, (3.341)

where R is the radius of the yield surface from the previous time step, 

. (3.342)

The hardening slope  depends on Young’s modulus and the plastic modulus Ep,

. (3.343)

The normal stress difference in the thickness direction follows from the radial return algorith

, (3.344)

where β is a scalar parameter ranging from 0 to 1 that determines the relative amounts of 
isotropic and kinematic hardening. For β = 1 all hardening is assumed to be isotropic. At the 

other extreme β = 0 means only kinematic hardening is present. Finally, an estimate for 

is obtained from a secant update,

. (3.345)

The (i +1) iteration proceeds by substituting the new value of d33 into (3.333) and repeating Eqs

(3.334) through (3.344) until σ33 has converged to zero.

Because the plane stress algorithm is based on a secant update, two starting values are re
for d33. The two starting values are

, (3.346)

which assumes a completely elastic step, and

 (3.347)

based on a completely plastic (incompressible) step.

Once the algorithm has converged, the yield surface radius, equivalent plastic strain, and b
stresses and are updated as
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Finally, the stresses are updated using radial return 

. (3.351)

Time-Stepping Algorithm

In a central difference algorithm to integrate the equations of motion, such as is used in exp
dynamics, the translational variables are handled just as they would be for an ordinary 
continuum. Once the nodal accelerations at time t  are solved from Eq. (3.281), the velocities an
displacements in global coordinates follow as

. (3.352)

Angular accelerations at time t  for nodes connected to shell elements are computed in 
coordinate systems that are local to each node. Because these coordinate systems rotate 
nodes, the angular accelerations cannot be integrated directly for updating the configuratio
Instead the procedure of Belytschko and coworkers (see [Belytschko, T., Lin, J.I. and Tsay,
1984]) is implemented.

The nodal rotations are updated from the angular accelerations in the same manner as the
translational velocities,

. (3.353)

The updated nodal basis vectors are then

. (3.354)
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For , the preceding equation becomes

. (3.355)

The scalar product of  and  gives

. (3.356)

Similarly the scalar product of  and  gives the  component of .

. (3.357)

The third component of  is found by normality. The rotation over a single time step is

assumed to be smal,l so second-order terms are dropped; and the  component of the up
vector is

. (3.358)

Next  is updated. From Equation (3.354)

. (3.359)

The scalar product of Equation (3.359), with , gives the  component of  as

. (3.360)

If it is assumed that  is approximately one (i.e., small rotations over the time step) 

orthogonality of  and  yields

, (3.361)
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again neglecting the second-order terms. The third component of  is then found by 

imposing unit length on the vector, so

. (3.362)

The cross product of  with  gives  to complete the update of the basis 

vectors for the nodal coordinate system.
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